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Chapter 1

Preface

About two decades ago the discovery of antiferromagnetic interlayer cou-
pling in metallic Fe/Cr-multilayers [Grü86] triggered an enormous research
activity in the area of magnetic thin films. It has been experimentally found
[Bai88] [Par90] that depending on the thickness of the non-ferromagnetic
layers, e.g. Cr, Cu, Ag or Ru, the magnetic moments of adjacent ferromag-
netic layers are spontaneously aligned antiferro- or ferromagnetically. The
underlying oscillatory exchange interaction between the magnetic layers me-
diated by the nonmagnetic spacer layers has subsequently been identified as a
Ruderman-Kittel-Kasuya-Yosida (RKKY)-like interaction between two thin
magnetic sheets embedded in a free electron gas (e.g. [Coe91]).

The alignment of the magnetization in the ferromagnetic layers of the mul-
tilayer stack strongly influences the resistance of the system. Usually the
resistance in the antiferromagnetic state is much higher than in the parallel
state at magnetic saturation. This effect, called giant magneto resistance
(GMR), is caused by spin-dependent scattering of the conduction electrons
in the magnetic layer and a change in the relative band structure during the
magnetization process.

The GMR multilayers have already found their way into automotive sensor
technology and into leading-edge hard disk drive products, as they can be
engineered to be more sensitive to very small magnetic fields than all con-
ventional ferromagnetic metals known. In addition GMR based sensors show
an outstanding signal-to-noise ratio.

This thesis will address two different aspects of today’s research on GMR,
one related to basics, the other to the application of GMR as a sensor de-
vice. Chapter 3 reports on investigations on interlayer coupled and pinned
magnetic trilayers. This is one of the simplest stacking sequences combining
oscillatory interlayer exchange coupling and exchange bias. Here the results
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will definitely prove wrong the general statement that there is a lower limit
of about 2 nm below which no antiferromagnetic alignment can be realized
in spin valve structures. In chapter 5 the transfer of laboratory results to
a production line for micro system technology (MST), especially the cost
saving realization of a Wheatstone bridge, is presented.

A special feature of this thesis is the introduction of a new simulation tool for
GMR characteristics (chapter 4). Its applicability to understand experimen-
tal results will be demonstrated as well as its capability to predict character-
istics of newly designed stacking sequences and to address other application
related questions.

Overview

Chapter 2 will provide the reader with the fundamental theory for GMR and
related topics in magnetism as far as this information is referred to in the
ongoing chapters. Starting with a section on magnetic parameters and their
units (section 2.1), GMR-effect (section 2.2), magnetic anisotropy (section
2.3), interlayer exchange coupling (section 2.4), and exchange bias (section
2.5) important basics for the model implemented in the simulation tool will
be extracted. Especially the relevant contributions of anisotropy and fitting
equations for the interlayer coupling will be assorted and explained.

In section 2.2.3 it will be pointed out why the stacking sequence NiFe −
Co/Cu/Co/IrMn is an ideal test system for investigating the limits of the
GMR effect with regard to its amplitude and minimal spacer layer thickness.

Furthermore existing models for orange peel coupling (section 2.6) and for
the calculations of GMR(H) and M(H) (section 2.7) will be extracted from
literature and adjusted to meet the needs of the simulation and the discussion
of results. Finally a phenomenological law for M(H)-characteristics based on
results of Stearns will be developed (section 2.8).

Chapter 3 will then report on the experiments on interlayer coupled and
pinned magnetic trilayers. The stacking sequence NiFe−Co/Cu/Co/IrMn
is one of the simplest layered system showing the GMR effect, and ideal for
exploiting interlayer coupling and exchange bias. These very sensitive struc-
tures were realized by forming simple sandwiches of two ferromagnetic layers
which are separated by a thin nonmagnetic but well conducting copper layer
(spacer) [Die91a]. Due to the exchange bias to the adjacent layer of antifer-
romagnetic material (IrMn) the magnetic moment of the top ferromagnetic
layer is fixed to one direction, while the moment of the bottom ferromag-
netic layer (Co−NiFe) can – more or less freely – follow external magnetic
field changes, depending on amplitude and phase of the interlayer exchange
coupling.
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The spacer thickness of typical spin valve structures is about 2 nm to 3 nm
where the intrinsic interlayer exchange coupling is fairly weak. This is in
contrast to multilayers, where the GMR effect is accompanied by a large
magnitude of the interlayer exchange coupling at first or second maximum.
In biased spin-valves it is generally observed that there is a critical spacer
thickness of about 2nm for Cu and Au used as spacer materials below which
the GMR effect rapidly drops to zero. As the underlying reason it is argued
that the competition between the interlayer exchange interaction and the
exchange bias or the presence of pin holes result in insufficient antiparallel
aligned magnetic moments and hence to a loss in the GMR effect amplitude.

Hence it is the objective of this study to demonstrate for the first time that
in well grown trilayers of the type NiFe−Co/Cu/Co/IrMn the RKKY-like
antiferromagnetic coupling is dominating the ferromagnetic coupling down
to a spacer layer thickness of about 1 nm.

After a more detailed introduction to the objective (3.1) and the definition
of measurable quantities (section 3.2) a review on unpinned trilayers will be
given (section 3.3), followed by a section on sample preparation (section 3.4)
and the explanation of a typical characteristic (section 3.5).

After determining the ideal thickness of the ferromagnetic layers (section 3.6)
it will be reported on the decisive series, the Cu spacer layer variation from
0.8 nm to 9.7 nm (3.7).

Structural analysis (section 3.8) will show that the samples under investiga-
tion feature an extraordinary smoothness at their interfaces. This causes the
RKKY-like interlayer coupling to dominate the ferromagnetic orange peel
coupling and/or pin holes. Furthermore the average grain size will be deter-
mined.

Magnetic measurements (section 3.9) and its analysis by means of a phe-
nomenological law as presented in section 2.8 provide the reader with an
insight in the magnetization process and its implications for the ∆R/R-
characteristic.

The comparison of the former series of unpinned trilayers [Hem00] with the
new measurements of pinned trilayers (section 3.10) will show coherent re-
sults.

To get a deeper understanding and allow for a quantitative analysis of the
interlayer coupling, anisotropy and exchange bias based on the existing ex-
perimental results a new simulation tool was developed. The first section of
chapter 4 will provide the underlying model for magnetization reversal based
on a model introduced by E. C. Stoner and E. P. Wohlfarth [Sto48] and for
the first time applied to magnetic devices by H. Holloway and D. J. Kubinski
[Hol98].
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The implementation of this model in the program package GMRSim1 will be
explained in section 4.2. In the consecutive section 4.3 the applicability and
outstanding features of the new simulation tool will be compared to existing
micromagnetic calculation programs.

For the last two sections 4.4 and 4.5 we will return to interlayer coupled
and pinned magnetic trilayers and apply our simulation, in order to get a
deeper understanding of the influence of crystaline and induced anisotropy,
exchange bias, and interlayer coupling on the GMR characteristic.

The final chapter 5 will report on the cooperation with HL Planartechnik,
Dortmund, Germany. Within the framework of the Robert Bosch GmbH
Leitprojekt Magneto-Elektronik 2 the aim of the subproject GMR Sensors for
Automation was the development of a prototype for a contact free switch.
This thesis and the underlying investigations will help in the transfer of
fundamental knowledge to ready to use sensor concepts.

To yield a cost-saving and easy to handle realization of a Wheatstone bridge
the exploitation of shape anisotropy was suggested based on simulation re-
sults and test structures processed and analyzed (section 5.3). As an alterna-
tive approach a bridge circuit based on interdiffusion by local heat treatment
was investigated (section 5.5). Finally a demonstrator device for GMR sen-
sors will be presented in section 5.6.

1The program package GMRSim is available on the author’s homepage
2Supported by the German Ministry for Education and Research, BMBF, under grant

]13N73797/4
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Chapter 2

Theory

Magnetoresistance (MR) describes the effect of changing the resistance of a
system by an external magnetic field. In 1988 M. N. Baibich et al. [Bai88]
and G. Binasch et al. [Bin89] discovered that this effect is extraordinary high
in multilayer structures of ferromagnetic and non magnetic (paramagnetic)
films. In layered magnetic materials and other microstructured devices the
polarization of the electrons leads to high magnetoresistance effects for small
magnetic fields.

At the beginning of this chapter magnetic parameters and their units will be
introduced (Section 2.1). Section 2.2 then addresses the GMR-effect itself in
some detail.

The appearance of the GMR-effect is strongly correlated to the relative align-
ment of the magnetization of adjacent magnetic layers which of course is
altered, when an external magnetic field is applied. Therefore we have to
consider the magnetization processes in these structures in some detail.

Section 2.3 deals with the anisotropy, which is more or less present in all
ferromagnetic materials but of special interest in thin films. In multilayer
structures the coupling of the magnetization between the different layers
becomes a major aspect. The discovery of the interlayer exchange coupling
(IEC) in 1986 by P. Grünberg et al. [Grü86] and its oscillatory behavior
[Par90] triggered the investigation of thin magnetic fields. A survey of the
most important aspects is given in section 2.4. Furthermore the effects of
exchange biasing (section 2.5) and orange peel coupling (section 2.6) will be
introduced.

The GMR can be understood as a transition of a disordered state to an
ordered state where all magnetic moments are oriented parallel to each other
and the external field. In section 2.7 of this chapter it will be explained how
to calculate the GMR(H)-characteristic and the magnetization loop when the
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angles of magnetization as a function of the external field for each single layer
is known. Here the AF-order-parameter will be used which was introduced
to GMR multilayer stacks by H. Holloway and D. J. Kubinski [Hol98].

In the final section 2.8 a phenomenological law to fit the magnetization of
trilayers will be introduced.

2.1 Magnetic Parameters and their Units

The introduction of magnetism in literature differs with regard to the fun-
damental parameters and their units. SI units are prescribed, but the old
cgs-system is still quite common. In table 2.1 an overview of the most im-
portant parameters for magnetism and their units in both systems is given.

The units of the field strength H, the flux density B, the magnetization M ,
and the magnetic moment m are directly derived from the technical units
of the electric current (Ampère) and Voltage (Volt). The three parameters
H, B, and m basically have the same unit considering cgs units, but it is
common to use ‘Oersted’, ‘Gauss’, and ‘emu’, respectively.

SI system cgs system

permeability of B = µ0(H + M) B = H + 4πM
the vacuum µ0 µ0 = 4π · 10−7 Tm/A µ0 = 1

field strength H [A/m] [Oe] = Oersted
79.577 A/m = 1 Oe

flux density B [T ]=[V s/m2] = Tesla [G] = Gauss
1 T = 104 G

magnetization M [A/m] [G]
magnetic moment m [Am2] [emu]

1 Am2 = 103 emu
anisotropy coupling constant K [J/m3] [erg/cm3]

1 J/m3 = 10 erg/cm3

interlayer coupling constant J [J/m2] [erg/cm]
1 mJ/m2 = 1 erg/cm2

Table 2.1: Comparison of SI and cgs system.
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2.2 GMR-Effect

In this thesis the Giant Magneto Resistance is defined as the change in re-
sistance between the parallel and antiparallel alignment divided by the resis-
tance of the parallel alignment:

∆R

R
=

R↑↓ −R↑↑

R↑↑
(2.1)

R. E. Camley and J. Barnaś developed a theory of the GMR based on a
simple Free-Electron-Model in the Fuchs-Sondheimer-approximation, which
was extended to layered systems later [Cam89]. Over the last few years
several models have been proposed, which describe the different aspects more
or less realistic. An overview is for example given by [Lev95], [Lev96], [Tsy99],
[Tsy01] and the enclosed sources.

Before introducing how the GMR(H)-characteristic and the magnetization
can be calculated (see section 2.7) as part of a simulation routine we will try
to get some insight on how the GMR effect arises. But I will abstain from
giving a full review of one of the models mentioned above.

2.2.1 Electron Transport in Magnetic Systems

The electric resistance of metals is due to scattering processes of the free
electrons. In bulk material phonons and structural defects contribute to the
scattering. Taking the model of a free electron gas the resistivity ρ is given
by the Drude-Sommerfeld-Equation:

ρ =
m∗νF

ne2l∞
=

m∗

ne2τ
(2.2)

Here m∗ is the effective mass of the electrons, νF the Fermi velocity, n the
electron density, l∞ the mean free path, and τ = l∞/νF the relaxation time.

In a system of thin films the influence of surfaces and interfaces cannot be
neglected as the film thickness is in the order of the mean free path. Fuchs
calculated in 1938 for the resistivity versus film thickness d.

ρ∞
ρ(d)

= 1− 3

2
·
∫ ∞

1

(
1

t3
− 1

t5

) 1− exp
(
− d

l∞
t
)

1− p exp
(
− d

l∞
t
) dt (2.3)
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The phenomenological parameter p describes the probability that an electron
is reflected specularly at the surface, t = 1/cos θ is the integration variable,
and θ is the angle between the z-axis (perpendicular to the plane of the film)
and the charge carriers velocity direction. A detailed discussion of this model
and its application to layers systems is given in [Rei99].

Mostly scattering processes are elastic, so there is no or only very little energy
transfer. Due to Pauli’s Rule electrons are only allowed to scatter in free
states. Therefore they can only scatter in states in the vicinity of the Fermi
energy.

The larger the number of free states in the attainable band the higher is the
probability of scattering and thus the resistivity:

ρ =
1

σ
∝ D(EF ) (2.4)

Here σ is the conductivity and D(EF ) the density of states (DOS) at the
Fermi level.

To account for the GMR-effect there are two more crucial observations: The
probability for spin flip scattering is much less then for spin conserving scat-
tering. Therefore I. A. Campbell and A. Fert proposed to treat the spin chan-
nels for ↑- and ↓-electrons separately and add their conductivities [Cam82].
Furthermore the density of states for the two electron channels in a ferro-
magnet differs. Eq. (2.4) therefore has to be altered as follows.

ρσ ∝ Dσ(EF ) (2.5)

The index σ =↑, ↓ gives the spin direction of the electrons. The resistivity of
↑- and ↓-electrons can differ widely, especially for transition metals [Mat91].

2.2.2 Resistor Network Model

In 1991 J. Mathon introduced a simple two channel model [Mat91]. We will
in short describe the concepts and results.

As given above the resistivity for a given spin channel depends on the di-
rection of the magnetization of the magnetic layer. For parallel alignment
the majority electrons see a low resistivity in all layers, whereas the minority
electrons always see a high resistivity. For an antiparallel alignment both
channels have a low resistivity in one and a high resistivity in the other layer
(see Fig. 2.1).
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parallel alignment

M
EFM

antiparallel alignment

M
EFM

Ω

+-

Ω

+-

Overall a high resistanceOverall a low resistance

Equivalent circuit diagrams

Figure 2.1: Illustration of the resistor network model.

The network model assumes a mean free path in the regime of the layer
thickness or greater. Then we can in a first approach calculate the resistivity
for one channel as average independently of the geometry of the measurement.

Introducing the parameters α and β

α =
ρH

ρN
, β =

ρL

ρN
(2.6)

and the spin asymmetry

γ =
α

β
=

ρH

ρL
(2.7)

Eq. (2.1) becomes:

∆R

R
=

(α− β)2

4 (α + N
M

) (β + N
M

)
=

(γ − 1)2

4 (γ + 1
β
· N

M
) (1 + 1

β
· N

M
)

(2.8)
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Here M and N are the layer thickness of the magnetic and non magnetic
film, respectively. ρN is the resistivity of the non magnetic layer, ρL (Low)
the resistivity for the majority and ρH (High) for the minority spin channel
in the magnetic layer.

Although this model gives a basic understanding of GMR it has several lim-
itations. In many cases this assumption of a comparatively long free mean
path is not correct as we have to consider the realistic mean free path in
a thin film structure and not in bulk material (e.g. [Gur93], [Rei99]). This
model also yields identical results for current in plane (CIP) and current per-
pendicular to plane (CIP) measurements which is in contrast to experiments.

2.2.3 Amplitudes of the GMR-Effect

Research in the last couple of years has shown the dependence of the achiev-
able GMR-effect on various physical parameters. The choice of magnetic and
nonmagnetic materials and their combination is thereby a major aspect. In
the rather simple model presented above the band structure and the den-
sity of states for the magnetic layer has been taken into consideration. But
when the band structures for magnetic and nonmagnetic material differs the
interface acts as a potential barrier for the electrons and the transmissions
becomes smaller than 1. Also the quality of the atomic structure of the
borders and the surfaces enhances the GMR.

Further aspects are the thickness of magnetic and non magnetics layers, the
method of pinning, the buffer and capping layers, the defect concentration
within the layer, the crystalline structure and many more. These are more
or less included in the different models.

In the review article [Tsy01] E. Y. Tsymbal and D. G. Pettifor present the
most important results. In the following synopsis of their argumentation we
will concentrate on results which explain why the immiscible system Cu/Co
is particularly suitable for the investigations accomplished in chapter 3.

Spin-dependent Conductivity

As described above in Eq. (2.2) the resistivity depends on the relaxation time
which can be estimated from the Fermi golden rule:

τ−1 =
2π

~
〈
V 2

scat

〉
n(EF ) (2.9)

Here 〈V 2
scat〉 is an average value of the scattering potential and n(EF ) it

the density of electronic states at the Fermi energy EF for the appropriate
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spin. All relevant quantities are in general spin dependent, but the origin is
different.

The effective mass m∗ and the Fermi velocity vF are intrinsic properties of
the metal and entirely determined by the electronic band structure of the
metal. In ferromagnetic metals these quantities are different for the up- and
down-spin electrons. The density of states at the Fermi energy n(EF ) is also
determined by the spin-polarized band structure.

However the scattering potential is generated by the scatterers such as lattice
vibrations (phonons), impurities and defects and is not an intrinsic property
of the metal. It can be either spin-dependent or spin-independent.

In real magnetic multilayers the interfaces are not ideal. Interfacial roughness
and/or substitutional disorder, i.g. mixing of the adjacent metal atoms at the
interface, are always present. Randomness of the atomic potentials at the
interface results in enhanced interfacial scattering, which might be strongly
spin-dependent.

But apart from the non-ideal interfaces various types of defects, such as
grain boundaries, stacking faults, and misfit dislocations, are always present.
Because the relaxation time is determined by the configurationally averaged
value of the scattering potential squared, various types of scattering centers
can make the average value spin-independent, and the relative importance of
spin-dependent scattering potentials can be diminished. The spin-polarized
band structure of the multilayer becomes the dominant contribution to the
conductivity.

Role of Band Structure

The most important property that determines the spin-dependent conduc-
tivity and consequently is responsible for the GMR is the electronic band
structure of the multilayer. The electronic band structure of the ferromag-
netic metals Co, Fe, Ni, and their alloys and the nonmagnetic metals Cu,
Cr, Ag, and Au is characterized by a number of similar features. As an
example the electronic band structures and the density of states of Cu (a)
and fcc Co is given in Fig. 2.2.

The conductivity is determined by the position of the Fermi energy with
respect to the d-bands. In the case of Cu, the d-bands are fully occupied
and the Fermi level lies within the sp-band. Due to the high velocity of the
electrons within the sp-band and the low density of states with resultant low
probability of scattering, the mean free path is long and Cu is a very good
conductor. On the other hand, in the case of a ferromagnetic metal like Co,
as a result of the exchange splitting, the majority d-band is fully occupied,
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Figure 2.2: Electronic band structures (left panels) and the density
of states (right panels) of Cu (a) and fcc Co for the majority-spin
(b) and minority-spin (c) electrons. The Fermi level lies within
the sp-band for the majority-spin electrons in Co, which leads to
high conductivity of the majority-spin channel. The Fermi level
lies, however, within the d-band for the minority-spin electrons,
resulting in low conductivity of the minority-spin channel. [Tsy01]
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whereas the minority d-band is only partly occupied. The Fermi level lies
therefore, within the sp-band for the majority spins but within the d-band
of the minority spins. The exchange splitting of the spin bands leads to a
crucial difference in the conductivity between the two spin channels.

Based on the spin-polarized band structure the strong spin asymmetry in the
conductivity of bulk Co can be explained.

Multilayers of thin metallic films add a further important feature. Two adja-
cent metals creating the interface have different band structures, which leads
to potential steps at the interface and results in the transmission probability
across the interface being less than 1 and being spin-dependent if one of the
metals is ferromagnetic. A good band matching as for Cu and the majority-
spin electrons of Co results in a high transmission, whereas a large band
mismatch as for Cu and the minority spin in Co implies a poor transmission.
Therefore, the interfaces of the Co/Cu-stack act as a spin filter.

When the filters, i.e. the magnetizations of the Co-layers, are aligned, the
majority spin electrons can pass through relatively easily. When the filters
are antialigned, the electrons in both spin channels are reflected at one of
the interfaces.

In addition, roughness and intermixing near the interfaces results in spin-
dependent scattering as a consequence of the lateral randomness in the
atomic potentials. Large spin dependence in scattering arises if the atomic
potentials of the types of atoms are similar (matched) for one spin orien-
tations but strongly dissimilar (mismatches) for the other spin orientations.
But experimental results show that the systems with highest GMR, such as
Fe/Cr, Co/Cu, Co/Ag, Ni80Fe20/Au, and Ni80Fe20/Ag are all immisci-
ble. This fact indicates that intermixing at the interfaces is not favorable to
GMR.

Lattice Matching

When experimental results are analyzed it appears that the spin asymmetry
in the band structure is a necessary but not sufficient condition for high GMR
values: There are two factors crucial for obtaining high values of GMR. These
are the band matching and the lattice matching between the ferromagnetic
and nonmagnetic metals. Lattice mismatch leads to the formation of mis-
fit dislocations and other structural defects at the interfaces. Scattering by
these defects in the nonmagnetic spacer layer is spin independent, resulting
in a reduction of GMR. Although the scattering by defects in a ferromag-
netic layer could be spin-dependent in principal, the spin asymmetry in the
scattering potentials will vary depending on structural details. The presence



14 CHAPTER 2. THEORY

of various types of defects will make the average of the scattering potential
only weakly dependent on the spin.

In Cu/Co-multilayers these two conditions are almost perfectly satisfied.
There is an excellent band matching between the majority-spin electrons
of Co and a strong band mismatch between the minority spin electrons in
Co and Cu. Thin films of Co grow in the fcc structure with the lattice
parameter of about 0.356nm, which is only 2% less than the lattice parameter
of 0.361 nm in fcc Cu.

At this point we should also note that the lattice parameter of fcc-permalloy
(Ni80Fe20) which will be used as a buffer layer in our experimental realization
of a interlayer coupled and pinned trilayers (chapter 3) is close to that in Co
and Cu.

2.3 Magnetic Anisotropy

In the investigation of the magnetization reversal in thin magnetic layers
anisotropy plays a major role. This is due to the huge difference in the di-
mensions parallel and perpendicular to the layer. When dealing with struc-
tured samples the system is restrained to another dimension. The following
mechanisms are important for the anisotropy to take place [Zor99]:

Shape anisotropy: Because of the high anisotropy of the demagnetization
factor the measured magnetic properties parallel or perpendicular to
the layer are different. Additionally, structured samples show an an-
isotropy in the layer plane.

Crystalline anisotropy: If the local crystal field seen by an atom is of low
symmetry and if the bonding electrons of that atom have an asym-
metric charge distribution (Lz 6= 0), then the atomic orbits interact
anisotropically with the crystal field. In other words, certain orien-
tation for the bonding electron charge distribution are energetically
preferred. The coupling of the spin part of the magnetic moment to
the electronic orbital shape and orientation (spin-orbit coupling) on a
given atom generates the crystalline anisotropy.

Induced anisotropy: When the sample is grown or annealed in a mag-
netic field an additional anisotropy is induced. This effect is of special
importance for ferromagnetic layers pinned to an antiferromagnet.

Surface anisotropy: The atoms of the outer atomic layers have less nearest
neighbors of the same element. In other words we have a break of the
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symmetry at the surface or interface. The influence of the surface
increases by decreasing layer thickness.

Magnetoelastic anisotropy: A mechanical stress or strain applied to a
magnetic thin film will result in an additional anisotropy. For example
this can be done by growing the layer on a buffer with a different lattice
parameter.

Here we will concentrate on shape, crystalline and induced anisotropy.

2.3.1 Shape Anisotropy

When the magnetization loop M(H) is measured one has to note that the
external field H0 usually is not identical to the field in the sample. The
external field H0 generates in a spherical sample a magnetization M . This
again generats outside the sample an additional field Hadd, which is identical
to a magnetic dipole m = V ·M , where V = 4πR3/3 denotes the volume of
the sphere. The overall field outside the sample becomes

~Ha = ~H0 +
3(~m · ~r)~r − r2 ~m

4πr5
(2.10)

In a large distance r the field keeps unchanged equal to H0. Near the sphere
the magnetic flux lines are pulled into the sample for paramagnetic and
ferromagnetic materials.

Inside the sphere the additional field is homogeneous and has a value of
− ~M/3. For ferromagnetic materials it points in the opposite direction of the
external field. The inner field reduces to

~Hi = ~H0 −
~M

3
(2.11)

−M/3 is called demagnetizing field and the factor N = 1/3 demagnetizing
factor. The problem of demagnetizing is analytically solvable for ellipsoids
with rotational symmetry. In general there are different demagnetizing fac-
tors Na, Nb, and Nc in the direction of the principal axis of length a, b,
and c with a = b for an ellipsoide with rotational symmetry. Thus, the
demagnetization is not isotropic.

Hi,x = H0,x −NaMx

Hi,y = H0,y −NbMy (2.12)

Hi,z = H0,z −NcMz
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c/a Nc Na = Nb

thin film 0 1 0
sphere 1 1/3 1/3
long needle ∞ 0 1/2

Table 2.2: Demagnetizing factors for three special geometries.

The sum of the three demagnetizing factors always is equal to one. Results
for the special cases of a thin film, a sphere and a pin are given in table 2.2.

The difference of the energy per unit volume between parallel (E‖) and per-
pendicular (E⊥) saturation magnetization has to be considered to calculate
the shape anisotropy:

K =
E⊥ − E‖

V
(2.13)

Layered structures showing the GMR-effect consist of layers in the range
of several nm. Usually it is highly favorable to have the direction of the
magnetization in the layer plane, K is positive.

This can easily be checked for the contribution of the shape anisotropy: As
given in table 2.2 we have Na = Nb = 0. Therefore demagnetization is only
relevant for the component Mz = Ms cos θ. Its energy is given by:

Eshape, thin film =
1

2
µ0 M2

sat sin2 θ (2.14)

Setting θ = 0 (perpendicular) and θ = π/2 (parallel) we yield for Kshape, thin film:

Kshape, thin film =
1

2
µ0 M2

sat (2.15)

Therefore we assume an easy axis in the layer plane for the consecutive
calculations.

When the lateral structure of the magnetic system approaches a size of some
µm or smaller, shape anisotropy in the layer plane becomes important, too.
Usually this can be expressed in form of the angle dependence given in Eq.
(2.14) as this is the simplest form for uniaxial geometry.

Eshape

A
= Kshape t sin2(ξ − θ) (2.16)
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Here A is a unit area, ξ denotes the angle of the long axis of the structure,
and θ the angle of the magnetization with reference to the x-axis.

For a given rectangular structure with thickness t, length l, and width b the
associated anisotropy constant can be estimated as [O’H00]:

Kshape =
1

2
µ0 M2

sat

(
2t

πb

√
2l

b
− 2t

πl

√
2b

l

)

= µ0 M2
sat t

1

π

(√
2l

b3
−
√

2b

l3

)
(2.17)

2.3.2 Induced Anisotropy

When the sample is grown or annealed in a magnetic field a uniaxial anisot-
ropy is induced. We will account for it by the following energy term:

EK,ind

A
= Kind t sin2(θ − ϕind), (2.18)

where (θ − ϕind) denotes the angle between the (fixed) easy axis and the
magnetization.

Additionally we will allow for a biaxial induced anisotropy. It may be due to
the alignment of a material with high crystalline biaxial anisotropy:

EK,bi

A
=

1

4
Kind,bi t sin2(2(θ − ϕind)) = Kind,bi t sin2(θ − ϕind) cos2(θ − ϕind)

(2.19)

Effective Anisotropy

The contributions of Kcrystal, Ksurface and Kmagnetoelastic are summarized to
the ‘effective’ anisotropy Keff .

The energy contribution for the intrinsic anisotropy can be expanded in a
series. Taking into account the uniaxial and biaxial term only it results into:

EK,uni

A
= Kuni t sin2(θ − ϕ), (2.20)

and
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EK,bi

A
=

1

4
Kbi t sin2(2(θ − ϕ)) = Kbi t sin2(θ − ϕ) cos2(θ − ϕ) (2.21)

where (θ−ϕ) denotes the angle between the easy axis and the magnetization.

The effect of shape and induced anisotropy is accessible by angle resolved
measurements of the magnetization or GMR-effect. The contributions of
Kcrystal, Ksurface and Kmagneto elastic can not be resolved easily in polycrys-
talline samples as prepared by sputtering techniques. Therefore in our cal-
culations the energy contributions of crystalline, surface and magneto elastic
anisotropy are summarized in the intrinsic anisotropy. As the nature of the
anisotropy, being uniaxial or biaxial, is not known a priori, both terms are
included. Shape and induced anisotropy are added separately.

2.4 Interlayer Exchange Coupling

The discovery of antiferromagnetic coupling of adjacent ferromagnetic layers
through a nonmagnetic spacer layer by P. Grünberg et al. [Grü86] triggered
the investigation on interlayer exchange coupling (IEC) and from there to
giant and tunnel magneto resistance and related phenomena.

The next step in understanding Grünbergs results was the discovery of the
oscillating behavior of the interlayer exchange coupling for various multilayer
systems by Parkin, More, and Roche in 1990 [Par90]. This so called bilinear
coupling can be parallel or antiparallel.

In special cases, where the bilinear coupling is vanishing, a 90◦-coupling of
the magnetization of the ferromagnetic layers is observed. J. C. Slonczewski
showed [Slo91] that this phenomenon can be based likewise on the conven-
tional exchange coupling. Spatial fluctuation of the order of one atomic
layer induce static waves of magnetization whose energy has the observed
biquadratic form. Other theories suggest that this coupling is intrinsic (e.g.
[Eri93]) or based on localized-electron states [Slo93].

If there is no static magnetic order in the spacer layer the interlayer exchange
coupling has to be of indirect nature transmitted by the electrons of the
nonmagnetic material [Grü99].

To predict the period and amplitude of this coupling, various theoretical
models have been investigated.

• Application of the model by Ruderman, Kittel, Kasuya, and Yosida to
layered systems (e.g. [Yaf87b], [Bru91], [Coe91]), see section 2.4.2 for
details.
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Figure 2.3: Illustration of the interlayer exchange coupling.

• Model of free electrons (e.g. [Bar92], [Eri93])

• Anderson model (e.g. [Edw91])

• ab-initio calculation (quantum confinement models), see section 2.4.3
for details.

2.4.1 Phenomenological Description

The interlayer exchange coupling can be described by determining its energy
Ei:

Ei

A
= −JL

~M1 · ~M2

| ~M1| · | ~M2|
− JQ

(
~M1 · ~M2

| ~M1| · | ~M2|

)2

= −JL cos(θ2 − θ1)− JQ cos2(θ2 − θ1) (2.22)

Here (θ2−θ1) is the angle between the magnetization direction ~M1 and ~M2 of
the two adjacent ferromagnetic layers on both sides of the spacer layer. A is
a unit area. Type and strength of the coupling are stated by the parameters
JL and JQ.

If JL is greater than JQ the coupling is called bilinear. If JL is positive,
the coupling is ferromagnetic, otherwise the coupling is antiferromagnetic,
as the system always takes the configuration of lowest energy. If the second
term dominates and JQ is negative it results in a 90◦-coupling, the so called
biquadratic coupling.

With regard to the energies for ferromagnetic (index F) (∆θ = 0) and anti-
ferromagnetic (index AF) (∆θ = π) configuration, JL can be defined as the
energy difference per lateral unit cell at the two interfaces [Grü99].
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JL = −EF − EAF

2 A
(2.23)

2.4.2 Applying the RKKY-Theory on IEC

Following the already mentioned discovery of Parkin, More, and Roche in
1990 [Par90] the periodic oscillation of the interlayer exchange coupling was
shown for various systems by measuring the magneto resistance or more
direct measurements as SPLEED3 and MOKE4. The measured period Λ
varied from 0.29 nm for the Fe/Cr/Fe(100)-system [Pur91] to 1.75 nm in
the Fe/Au/Fe(100)-system [Ung91].

Various authors proposed a connection to the period λ of the spin-density
oscillation caused by a layer of magnetic atoms in a matrix of a nonmagnetic
metal. Within the framework of the RKKY-theory5 and considering large
spacer layer thicknesses a period λ = π/kF is determined in the case of a
spherical Fermi surface with a Fermi wavevector kF . E.g. for copper we yield
λ = π/kF = 0.231nm, very much in a disagreement with the measured period
Λ. Furthermore the periodicity often depends on the growth direction and
on the crystalline structure of the nonmagnetic layer which is not yet taken
into consideration.

Yafet succeeded for the first time to apply this coupling model to layered
systems ([Yaf87a] and [Yaf87b]). Within in RKKY-theory the space between
the magnetic layers is continous. The interlayer exchange of two uniformly
magnetized, infinitely thin parallel planes oscillates with sin(kF L)/L2 with
L � λ. This period is identical to the period calculated for the coupling
of two magnetic impurities embedded in a metal with free electrons. But
whereas the coupling strength for impurities vanishes with 1/L3, in the planar
(pseudo one-dimensional) case the decay is only 1/L2.

The continous line in Fig. 2.4 plots the calculated coupling J(L) and reflects
the oscillation of the spin density induced in a free electron gas by one of the
magnetic layers.

The dashed line demonstrates the fact that the agreement to experimental
data is much better when the atomic structure of the interlayer is correctly
build into the model. Here the coupling only for distances of L = Nd is
taken into consideration where d is the lattice parameter in a given crystalline
direction and N an integer. The resulting oscillation period Λ is much bigger
then the period λ for the original RKKY-theory [Coe91]. To yield the correct

3SPLEED: Spin-Polarized Low-Energy Electron Diffraction
4MOKE: Magneto Optic Kerr Effect
5RKKY-Theory named after Ruderman, Kittel, Kasuya, and Yosida
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interlayer thickness [monolayers]

J

Figure 2.4: Continous line: The coupling J(L) for a monovalent
fcc (100) material (arbitrary units) calculated with the continous
RKKY model. Dashed line: The true coupling function for L = nd.
In the case of partially filled atomic layers at the interfaces J(L) is
as well defined for fractional values of L/d and might be understood
as a weighted sum of J(Nd). (from [Coe91])

periodicity Λ the wavenumber π/λ has to be reduced to the first Brillouin
zone of the one dimensional lattice with a lattice parameter d. This is a
projection to an axes parallel to the growth direction of the three dimensional
lattice. Λ then follows to:

Λ =
1

|1/λ− n/d|
(2.24)

Here the integer n has to be chosen so that Λ is greater or equal to 2d. Λ
goes to infinity if λ becomes equal to d/n [Coe91].

2.4.3 Quantum Confinement Model

The mechanism which is now widely accepted for the interlayer exchange
coupling is based upon quantum interference in the spacer layer due to spin-
dependent confinement. In this subsection the most important results for the
analysis of the experimental results will be presented. We follow the model in
the form presented by P. Bruno and C. Chappert ([Bru91], [Bru95], [Bru99]).
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Figure 2.5: This sketch shows the introduced variables.

Elementary Discussion on Quantum Confinement

We will start with a one-dimensional quantum well as presented in Fig. 2.5.
The quantum well represents the spacer layer with potential V = 0 and
thickness D, sandwiched between two barriers A and B of width LA and
LB and potentials VA and VB, respectively. VA and VB might be positive or
negative, the barriers can be of infinite widths.

An electron reflected on both barriers with wave vector k+ to the right and
k− to the left has a phase shift after one full cycle including a reflection on
barrier A and barrier B of

∆φ = qD + φA + φB . (2.25)

Here q presents the difference of the wavevectors k+−k− and φA and φB the
phase shift when reflected on barrier A and B, respectively. Of course, in the
one-dimensional case we have k− = −k+.

To yield constructive interference the following condition has to be fullfiled:

∆φ = 2mπ (2.26)

Here m is an integer.
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Thus the modification of the density of states in the spacer layer, ∆n(ε),
varies with D like

cos (qD + φA + φB) . (2.27)

The variation in the density of states ∆n(ε) will be proportional to the am-
plitude of the reflections on the barriers A and B, i.e., to | rArB |, to the
width D of the spacer and to the density of states per unit energy and unit
width, including a factor of 2 for spin degeneracy.

2

π

dq

dε
(2.28)

Considering an infinite number of round trips and gathering all the terms,
we get:

∆n(ε) ≈ 2D

π

dq

dε

∞∑
m=1

| rArB |m cos m(qD + φA + φB)

=
2

π
=
(

i
dq

dε

rArBeiqD

1 − rArBeiqD

)
(2.29)

It is more convenient to consider the integrated density of states:

N(ε) ≡
∫ ε

−∞
n(ε′) dε′ (2.30)

The modification ∆N(ε) of the integrated density of states due to electron
confinement is

∆N(ε) = − 2

π
=
(
ln
(
1− rArB eiqD

))
. (2.31)

We have to state that the period of the oscillation does not depend on the
confinement strengths |rArB|, but only on the wave vector q ≡ k+ − k−,
namely Λ = 2π/q.

With this confinement an energy difference ∆E is associated. In order to
conserve the total number of electrons, it is convenient to consider the ther-
modynamic grand-potential, which is given by:
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Φ ≡ −kBT

∫ +∞

−∞
ln

[
1 + exp

(
εF − ε

kBT

)]
n(ε) dε

= −
∫ +∞

−∞
N(ε)f(ε) dε (2.32)

The energy ∆E associated with the interferences is the contribution to Φ
corresponding to ∆N(ε).

∆E =
2

π
=
(∫ +∞

−∞
ln
(
1− rArB eiqD

)
f(ε) dε

)
(2.33)

For the three-dimensional case we yield

∆N(ε) = − 1

2π3
=
(∫

d2k‖ ln
(
1− rArB eiq⊥D

))
(2.34)

and

∆E =
1

2π3
=
(∫

d2k‖

∫ +∞

−∞
ln
(
1− rArB eiq⊥D

)
f(ε) dε

)
. (2.35)

Interlayer Exchange Coupling Due to Quantum Interference

For a paramagnetic layer sandwiched between two ferromagnetic layers A
and B the coefficients of reflection on both sides of the paramagnetic layer
are spin dependent. A priori, the angle ∆θ between the magnetization of
the two ferromagnetic layers can take any value. Here we will concentrate
on the case of parallel (∆θ = 0) and antiparallel (∆θ = π) alignment of the
magnetization.

Let us define the spin asymmetry as follows:

∆r ≡ r↑ − r↓

2
(2.36)

For the ferromagnetic configuration, the energy per unit area due to quantum
interference is obtained from Eq. (2.35).
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∆EF =
1

4π3
=
(∫

d2k‖

∫ +∞

−∞

[
ln
(
1− r↑Ar↑B eiq⊥D

)
(2.37)

+ ln
(
1− r↓Ar↓B eiq⊥D

)]
f(ε) dε

)
For the antiferromagnetic configuration the energy difference becomes:

∆EAF =
1

4π3
=
(∫

d2k‖

∫ +∞

−∞

[
ln
(
1− r↑Ar↓B eiq⊥D

)
(2.38)

+ ln
(
1− r↓Ar↑B eiq⊥D

)]
f(ε) dε

)
Then the energy difference for parallel and antiparallel alignment can be
simplified in the limit of weak confinement to:

EF − EAF ≈ −
1

π3
=
(∫

d2k‖

∫ +∞

−∞
f(ε) ∆rA∆rB eiq⊥Ddε

)
(2.39)

The physical interpretation of this expression for the interlayer exchange
coupling can be understood quite easily. The integration over the first two-
dimensional Brillouin zone and over all energies up to the Fermi level shows
that the coupling is summed up over all occupied energy states. The con-
tributions of single states of energy ε and wave vector k‖ in the layer plane
consist of a product with three factors: The two factors ∆rA and ∆rB depict
the spin asymmetry of the definement due to the magnetic layers A and B.
The exponential factor eiq⊥D describes the propagation through the spacer
and is responsible for the interference effect. This approach confirms the di-
rect link of interlayer exchange coupling and quantum size effects as observed
in photoemission.

In the limit of large spacer thickness D, the exponential factor oscillates
rapidly, which leads to some cancelation of the contributions to the inter-
layer exchange coupling due to the different electronic states. However, be-
cause the integration over energy is abruptly stopped at the Fermi energy,
states located at he Fermi level give predominant contributions. Furthermore
only wave vectors neighboring critical vectors kα

‖ where q⊥Fermi is stationary
contribute to the coupling.

Considering this when calculating the integrals the coupling constant J can
be expressed as
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J(D) = =

(∑
α

~vα
⊥κα

4π2D2
∆rα

A ∆rα
B eiqα

⊥D · F
(

2πkBTD

~vα
⊥

))
, (2.40)

where

F (x) ≡ x

sinh x
(2.41)

and

κα ≡ (κα
x)1/2(κα

y )1/2 . (2.42)

Here qα
⊥, vα

⊥, ∆rα
A and ∆rα

B refer to the critical vectors kα
‖ . κα

x and κα
y are

combinations of the curvature radii of the Fermi surface at (kα
‖ , k+α

⊥ ) and

(kα
‖ , k−α

⊥ ). The velocity vα
⊥ is a combination of the group velocities at the

extremities k+
⊥Fermi and k−⊥Fermi.

This analysis shows that the only remaining terms in the limit of large
spacer thicknesses D arise from the neighborhood of states having in-plane
wavevectors kα

‖ such that the spanning vector of the Fermi surface q⊥Fermi =

k+
⊥Fermi − k−⊥Fermi is stationary with respect to k‖ for k‖ = kα

‖ . The corre-
sponding contribution oscillates with a wavevector equal to qα

⊥Fermi.

This selection rule was first derived in the context of the RKKY model
[Bru91]. Depending on the crystallographic direction there might be more
than on such stationary vector at the Fermi surface.

The above selection rule allows to predict the oscillation period of the inter-
layer exchange coupling versus spacer thickness by just inspecting the bulk
Fermi surface of the spacer material. Fig. 2.6 demonstrates this for the Fermi
surface of copper. For the (111) direction a long period, for the (001) direc-
tion a long and a short and for the (110) direction four different periodes are
predicted.

For copper (111) in the system Co/Cu/Co this results in a period of 4.5
monolayers. For a distance of 0.208 nm for neighboring lattice planes this
gives a period of 0.936 nm. For copper (001) in the same system Co/Cu/Co
we yield a period of 2.6 and 5.9 atomic layers or 0.468 nm and 1.062 nm.

Within the framework of this model it can also been shown that the in-
terlayer exchange coupling oscillates as a function of the thickness of the
ferromagnetic layers and furthermore depends on consecutive layers [Bru99].
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Figure 2.6: Cross section of the Fermi surface of Cu along the (11̄0)
plane. The solid dots indicate the reciprocal lattice vectors, the
dashed lines indicate the boundary of the first Brillouin zone. The
solid arrows indicate the vectors qα

⊥ giving the oscillation period(s).
The selected cross section shows for the (100)-direction only one of
the three critical vectors [Bru99].

2.4.4 Survey of the Models to IEC

All models predict basically the same relationship of the coupling constant
J and the interlayer thickness t for thick spacer layers [Sti99]:

J(t) =
∑

α

Jα

t2
sin(qα

⊥t + φα) (2.43)

There are several critical values indexed by α: The spanning-vector qα
⊥, the

coupling strength Jα and the phase φα, which all contribute to the coupling.

The period of the oscillation can be calculated by the given critical spanning-
vectors in the Fermi surface belonging to the spacer layer:

Λα =
2π

qα
⊥

(2.44)

Notice that the calculated coupling strength depends on the model.

M. D. Stiles points out the difficulties in comparing experimental data to
the given models [Sti99]. On the one hand it is not possible for experimen-
tally realized samples to satisfy the idealized assumptions of the models, on
the other hand it is hard to build up models which take into account all
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experimental restrictions. For example the layer borders are not sufficiently
perfect for modeling. Other disorders might be theoretically treatable but
the experimental data are not available.

Another problem is the determination of the coupling strength from experi-
mental data, as it cannot be measured directly. Usually some kind of model
is used to simulate a measured characteristic of the system. Then the pa-
rameters, including the coupling strength, are varied to fit the experimental
data. Unless all energy contributions of an appropriate model are considered
correctly this method will not lead to meaningful results.

If magnetization reversal is included in the model, magnetic moments have
to be determined. For a first approximation the saturation magnetization
of the bulk material and the full thickness of the magnetic layers are used
although there might exist magnetically dead atomic layers due to roughness
and interdiffusion at the interfaces.

2.4.5 Application as Fitting Equation

When equation (2.43) is used to fit experimental results it is quite usefull to
reduce it to one spanning vector as far as there is no obvious sign for more
then one coupling period.

As the spacer layer will not be perfect in experiments spin independent
scattering also has to be considered when measured data are fitted [Spe93].
Therefore a factor of exponential decay is added with the spacer layer thick-
nes t and a phenomenological decay length λ0.

J(t) =
J0

t2
sin(q⊥t + φ) · e−

t
L0 =

J0

t2
sin

(
2π

Λ
t + φ

)
· e−

t
λ0 (2.45)

2.5 Exchange Biasing

To get one-valued answers of a sensor it is desirable to pin the magnetic
moment of one of the ferromagnetic layers to a fixed direction. This is com-
monly done by an (artificial) antiferromagnet, exploiting the phenomenon of
exchange biasing. For γ defined as the angle between the pinning direction
and θ being the direction of the magnetization with reference to the x-axis,
the associated energy contribution is given by:

Epinning

A
= −Jaf cos(γ − θ), (2.46)
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Here Jaf is assumed to be positive for ferromagnetic and negative for anti-
ferromagnetic coupling.

Essentially the exchange bias shows a spacial fluctuation due to interface
roughness between antiferromagnet and adjacent ferromagnet. This results
additionally to the pinning in a significant increase in the anisotropy of the
ferromagnetic layer. For details see e.g. [Bay99].

2.6 Orange Peel Coupling

The roughness of the interface between two layers induces a so called “orange
peel coupling” which leads to another energy contribution [Née62]:

EOP

A
= −Jop cos(θ2 − θ1) (2.47)

Here we will use a model introduced by J. C. S. Kools and W. Kula [Koo99]
for stacks with columnar structure. They extended the original Néel Model
also considering the finite thickness of the magnetic layers. Following their
reasoning two cases have to be distinguished as illustrated in Fig. 2.7.

Model A

When the stack starts with the ferromagnetic layer the lower surface of this
layer can be regarded as being flat so that no magnetic poles occur (Fig.
2.7A). If the waviness of the consecutive spacer (S) and ferromagnetic (FM2)
layer does not increase, Jop is given by Eq. (2.48).

Jop = µ0Msat,1 ·Msat,2 · π2 H2
OP√

2LOP

·
(

1− e
−2π

√
2t2

LOP

)
· e

−2π
√

2ts
LOP (2.48)

Here the amplitude of the waviness in determined by HOP , its wavelength by
LOP .

Model B

On the other hand, if the stack starts with an antiferromagnet or any other
nonmagnetic buffer (Fig. 2.7B) the waviness on the lower surface of the first
ferromagnetic layer (FM1) has to be included in the calculation of Jop, re-
sulting in equation 2.49.
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Figure 2.7: Schematic of the magnetostatic interaction. In A the
stack starts with a ferromagnetic layer, in B an antiferromagnetic
or nonmagnetic buffer layer is included.

Jop = µ0Msat,1 ·Msat,2 · π2 H2
OP√

2LOP

·
(

1− e
−2π

√
2t1

LOP

)
·
(

1− e
−2π

√
2t2

LOP

)
· e

−2π
√

2ts
LOP

(2.49)

2.7 Calculation of GMR(H) and M(H)

In the preceding sections we saw what the GMR-effect is and which are the
most important factors for the magnetization process in multilayer stacks.
In this section it will be shown how to calculate the GMR(H)-characteristic
and the magnetization loop when the angles of magnetization as a function
of the external field θi(H) for each single layer and the GMR-amplitude g is
already known. This is to prepare the simulation routine given in chapter 4.
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2.7.1 Standard Model for GMR-Calculation

H. Holloway and D. J. Kubinski introduced an AF-order-parameter AF (H)
to GMR multilayer stacks[Hol98].

AF (H) = 1/2 [1− cos (θII(H)− θI(H))] (2.50)

Here θI(H) and θII(H) are the angles of magnetization for the two adjacent
ferromagnetic layers on both sides of the spacer layer with reference to a
fixed axis.

When the GMR effect amplitude is denoted as g the characteristic follows to
([Hol98] and [Sch00b]):

∆R(H)

R↑↑
= g · AF (H) = g · 1/2 [1− cos(θII(H)− θI(H))] (2.51)

2.7.2 Enhanced Model for GMR-Calculation

An enhanced model to calculate the GMR effect is presented by W. Schepper
[Sch00b]. In this model the conductivity of the magnetic layer is divided in
a fixed contribution and a second contribution depending on the magneti-
zation of the adjacent ferromagnetic layer. Every pair of coupled magnetic
layers is dealt with separately. Furthermore this model explicitly accounts
for the conductivity of the nonmagnetic layers. See Fig. 2.8 for a graphical
representation.

Given a stack of width w and length l, the resistance of the nonmagnetic
layers Rn of conductivity σn and (not necessarily identical) thickness ti can
be calculated to:

1

Rn

=
w

l
σn

N−1∑
i=1

ti (2.52)

The conductivity σi of the magnetic sheets contains two parts: a constant one
σm and another depending on the differences of the magnetization directions
of adjacent layers ∆αi = αi+1 − αi. The angle dependence cos2(∆αi/2)
corresponds to the AF-order parameter of Eq. (2.50).

σi = σm

(
1 + gi cos2 ∆αi

2

)
(2.53)
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all the layers to the angles6a(Ha), only the sign of the
angle changes from one layer to the next.9 Therefore the
coupling term in the energy equation depends on 2a. For the
simplest arrangement, i.e.,N being even and the sequence
weak/strong/ . . ./strong/weak the minimum of the energy

E52NHa cosa1FN

2
Jw1S N

2
21D JsG

3cos 2a~11Jq cos 2a! ~1!

gives an implicit relation betweena andHa :

Ha~a!5
2

N
cosa@NJw1~N22!Js#~112Jq cos 2a!. ~2!

Due to the choice of the coordinates the magnetization is
given by

M ~a!5cosa. ~3!

M and Ha can be simply calculated, if we choose a certain
value ofa within the range 0<a<p/2. The saturation field
strengthHS is defined by the conditiona50

HS5Ha~0!5
2

N
@NJw1~N22!Js#~112Jq! . ~4!

This simple analytic approach of course does not deliver new
results. As shown later, however, it provides reasonable start
values for a numeric simulation procedure.

IV. NUMERIC SOLUTION

A more realistic consideration of the situation in com-
plex multilayered structures has to allow a much larger num-
ber of degrees of freedom than the simple approach. Espe-
cially the anglesa i for each individual magnetic layeri
should be allowed to have different values. For the energy of
the multilayer structure, consisting ofN layers, the Zeeman
term and the linear and quadratic exchange coupling then is
given by

E52Ha cosaN1 (
i 51

N21

@2Ha cosa i1Jli cos~a i 112a i !

1JqiJli cos2~a i 112a i !#. ~5!

Jli is the linear exchange constant andJqiJli the qua-
dratic term,Jqi is related to the linear term as a relative

value. A system of equations results from this energy by
derivation with respect to the unknown angles

]E

]a i
505 f i5Ha sina i1Ai u i ,N2Ai 21u i .1

Ai5Jli sin~a i 112a i !@112Jqi cos~a i 112a i !#.

~6!

The ith equation contains 2 sin-terms except for the two
edge equations (i 51,N), since every layeri is coupled to the
preceding (i 21) and the following sheet (i 11). Mathemati-
cally the derivation of every cos-term in the energy equation
causes two contributions. The equations are strongly
coupled, since a positive term in equationi is followed by a
negative contribution in the equationi 11. The nonlinear
system of equationsf(a)50 was solved according to an it-
erative procedure.

f8Da52f ,
~7!

aj 115aj1vDa; e5(
i 51

N

uDa i u.1027

a5S a1

a2

A

aN

D ; f5S f 1

f 2

A

f N

D
~8!

f85S ] f 1

]a1

] f 1

]a2

] f 1

]a3
. . .

] f 1

]aN

] f 2

]a1

] f 2

]a2

] f 2

]a3
. . .

] f 2

]aN

A A A � A

] f N

]a1

] f N

]a2

] f N

]a3
. . .

] f N

]aN

D .

For every iteration step the system of Eq.~7! for deter-
mination of theDa i values is solved: 20 equations with 20
layers. After this the angles must be updated according to
Eq. ~7! with v51. In the first three steps thev value was
reduced to 0.1 to avoid slipping in secondary minima. The
iterative loop is continued, until the sume over the absolute
angle changesuDa i u drops below a default limit in the cor-
responding iteration step.

A crucial point in the minimization of the energy accord-
ing to Eqs.~7! and ~8! is the choice of the start values for
a i u i 51 . . .N . It turned out, that the simple analytic approach
outlined in Sec. III can provide start values for the angles
which lead to a fast and reliable detection of the minimum
energy. For every new fieldHa the previous distribution for
the spins was used as a new initial distributionaj , which
still was corrected by the method of largest descent

aj 115aj2g¹Ej~a!; ¹Ej5f j~a!. ~9!

This method is an iterative procedure too. It was
stopped, if the energy from one iteration step to the other
declines no more but increases again. The value ofg was
chosen in such a way, that the program spent in this loop for

FIG. 1. The simplest mixed multilayer, layer thicknesst, and conductivity
s, (t i ,sn) in the nonmagnetic and (tm ,s i) in the magnetic layers, 3D view
of the magnetic field and spin directions, direction of the external fieldHa

~broken line!, and projection of the spins,a i'6a, ua i 112a i u'2a.
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Figure 2.8: The simplest mixed multilayer, layer thickness t, and
conductivity σ, (ti, σn) in the nonmagnetic and (tm, σi) in the
magnetic layers (from [Sch00b]).

The factor gi accounts for the amplitude of the conductivity variation as a
function of the magnetization directions.

When calculating the resistance of the magnetic layers Rm we have to account
for the lower part of the first ferromagnetic layer and the upper part of the last
ferromagnetic layer, which are not influenced by adjacent layers, separately.

1

Rm

=
w

l

[
2

tm
2

σm + tm

N−1∑
i=1

σi

]

=
w tm

l

[
σm +

N−1∑
i=1

σi

]
(2.54)

=
w tm

l

[
σm +

N−1∑
i=1

σm

(
1 + gi cos2 ∆αi

2

)]

Adding Eq. (2.52) and Eq. (2.54) we get for the resistance as function of the
relative angles of magnetization ∆αi:

1

R
(∆αi) =

w

l

[
σn

N−1∑
i=1

ti + tmσm + tm

N−1∑
i=1

σm

(
1 + gi cos2 ∆αi

2

)]
(2.55)

For saturation magnetization Hsat ∆αi becomes 0 for all i. From Eq. (2.55)
we can deduce:
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1

R0

≡ 1

R
(∆αi = 0) =

w

l

[
σn

N−1∑
i=1

ti + tmσm + tm

N−1∑
i=1

σm (1 + gi)

]
(2.56)

The GMR effect amplitude for a given configuration ∆αi can be calculated
from (2.55) and (2.56) to:

∆R(H)

R0

=
R(H)−R0

R0

=
R(∆αi)−R0

R0

=
R(∆αi)

R0

− 1 (2.57)

=
σn

∑N−1
i=1 ti + tmσm + tm

∑N−1
i=1 σm (1 + gi)

σn

∑N−1
i=1 ti + tmσm + tm

∑N−1
i=1 σm

(
1 + gi cos2 ∆αi

2

) − 1

Let us now apply this model to a top spin valve with a bottom magnetic layer
with a thickness tI , conductivity σI , and angle of magnetization θI , a top
magnetic layer of thickness tII , conductivity σII , and angle of magnetization
θII . The quantities ts, σs and tp, σp refer to the thickness and conductivity
of the spacer and pinning layer, respectively.

The factor g1 accounts for the amplitude of the conductivity variation as a
function of the magnetization directions for the two ferromagnetic layers.

Eq. 2.52 has to be reduced to one spacer layer and the pinning layer has to
be added.

1

Rn

=
w

l
[σsts + σptp] (2.58)

For Eq. 2.54 we get

1

Rm

=
w

l

[
(tIσI + tIIσII)

(
1 + gi cos2 ∆αi

2

)]
(2.59)

With these two equations ∆R(H)/R0 becomes:

∆R(H)

R0

=
tsσs + tpσp + (tIσI + tIIσII)(1 + g1)

tsσs + tpσp + (tIσI + tIIσII)
(
1 + g1 cos2 ∆αi

2

) − 1 (2.60)

Defining g as
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Figure 2.9: Comparison of the two models to calculate the GMR
characteristics. Simulation of different systems multilayer (left) and
unpinned trilayer (right) with identical sets of parameters.

g =
tIσI + tIIσII

tsσs + tpσp + tIσI + tIIσII

· g1 (2.61)

we yield for the GMR characteristic

∆R(H)

R↑↑
=

1 + g

1 + g · cos2 θII(H)−θI(H)
2

− 1 =
g

2
· 1− cos(θII(H)− θI(H))

1 + g · cos2 θII(H)−θI(H)
2

.

(2.62)

The standard model chooses a global approach for the correlation of mag-
netization and GMR, whereas the presented enhanced model describes this
correlation as a phenomenon depending only on the magnetization of two
adjacent layers (“local approach”).

The experiment has to decide, which model is more suitable to describe
measured characteristics. In principal both models can be used to fit ex-
perimental data but the resulting set of parameter might differ considerably.
This is demonstrated in Fig. 2.9, where the resulting parameter set for the
enhanced model is directly fed into the standard model.

The advantages of the enhanced model become more obvious when a whole
series of characteristics is calculated systematically and compared to mea-
surements. See chapter 4 for details.
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2.7.3 Calculation of Magnetization Loop

The magnetization loop is given by [Sch00a]:

M(H) =
1

tI + tII

(Msat,I · tI · cos θI(H) + Msat,II · tII · cos θII(H)) (2.63)

The equations (2.51), (2.62) and (2.63) have to be adjusted to the layer
system in question. See section 4.1 for details.

2.8 Phenomenological Law for Magnetization

Loops of Trilayers

In 1994 M. B. Stearns and Y. Cheng applied an phenomenological law to fit
magnetization curves of granular GMR systems [Ste94]. Here I will confine
myself on the ferromagnetic part of their equation.

M(H) =
2 Msat

π
atan

[
H ±HC

HC

(
π S

2

)]
(2.64)

Msat is the saturation magnetization, HC the coercivity field, and S the
squareness of the magnetization loop, i.e., the ratio of the remanent magne-
tization, Mr, to Msat. For decreasing fields the magnetization switches after
zero field, thus for H being negative. In this case the ‘+’-sign has to be used.
For increasing fields the ‘−’-sign is relevant.

For simplicity I will restrict myself on normalized data (Msat ≡ 1) and intro-
duce a parameter P.

P =
HC

tan
(

π S
2

) . (2.65)

Now Eq. (2.64) becomes

M(H)norm =
2

π
atan

[
H ±HC

P

]
. (2.66)

To apply this law to the case of magnetic trilayers further extensions are
necessary. In the magnetization loop we have to allow for the contribution
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of the free and pinned layer (bottom and top layer for unpinned system)
separately. There relative magnetization may be denoted as Afree and Apinned

The switching points of the pinned layer are not only shifted by HC,pinned due
to its anisotropy, but also by He.b. due to the exchange bias. Therefore we
have to introduce a general shifting field Hshift,pinned = He.b.±HC,pinned. The
two parameters can be separated when the data for increasing and decreasing
field are fitted.

A similar reasoning holds for the free layer. Here the switching point is not
only shifted by HC,free due to to its anisotropy, but also by Hi.e.c. due to the
interlayer exchange coupling. Here we have to introduce a general shifting
field Hshift,free = Hi.e.c.±HC,free. The sign of Hi.e.c. will change according to
the interlayer exchange coupling being ferromagnetic or antiferromagnetic.

Doing so I assume the interlayer exchange coupling being of negligible in-
fluence on the magnetization behavior of the pinned layer due an effective
exchange bias and a high coercivity.

Including this in Eq. (2.66) we yield:

M(H)norm =
2 Afree

π
atan

(
H −Hshift,free

Pfree

)
(2.67)

+
2 Apinned

π
atan

(
H −Hshift,pinned

Ppinned

)

The two addends allow for separating the contribution of free and pinned
layer. The obtained parameters can be used to calculate the GMR charac-
teristic by means of the standard GMR model as presented in section 2.7.

R(H)

R↑↑
= g · 1

2

[
1 + cos

(
atan

(
H −Hshift,free

Pfree

)
(2.68)

+ atan

(
H −Hshift,pinned

Ppinned

))]

Here g denotes the amplitude which is taken directly from the measurement.
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Chapter 3

Experiments and Discussion on
Interlayer Coupled and Pinned
Magnetic Trilayers

3.1 Introduction

The GMR amplitude of a given spin valve structure strongly depends on the
thickness tNM of the nonmagnetic spacer layer. The GMR amplitude can be
expressed phenomenologically as [Die94]:

∆R

R
(tNM) =

(
∆R

R

)
0

·
exp

(
− tNM

lNM

)
1 + tNM

t0

(3.1)

Here, lNM is related to the mean-free path of the conduction electrons in
the spacer layer, t0 is an effective thickness representing the shunting of the
current in the remaining structure, and (∆R/R )0 is a normalization coefficient
that depends on the combination of the materials. Consequently, the largest
MR amplitudes are obtained for spacer layers as thin as possible.

Since the pioneering work of Th. G. S. Rijks et al. [Rij94] and B. Dieny et
al. [Die91b] it is generally believed that there is a critical interlayer thickness
about 2 nm, below which no perfect antiparallel alignment of the magneti-
zation of a exchange biased spin valve can be realized. High ferromagnetic
coupling, possibly caused by pinholes or orange peel coupling [Koo99], results
in a parallel alignment of the pinned and free layer regardless of the external
field.
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Figure 3.1: Coupled and pinned trilayer. All relevant aspects are
displayed: Hard and soft magnetic layer, exchange biasing (Jeb) and
interlayer coupling (Jl).

For the first time S. Jo and M. Seigler [Jo02] demonstrated antiferromagnet-
ically coupled spin valves which showed GMR for a sophisticated system of
the type underlayer/NiFe/CoFe/Cu/CoFe/Ru/CoFe/MnIr/overlayer.

It is the objective of this study to demonstrate that in well grown trilay-
ers of the type NiFe−Co/Cu/Co/IrMn the RKKY-like antiferromagnetic
coupling is dominating the ferromagnetic coupling down to a spacer layer
thickness of about 1 nm. For spacer layer thicknesses below 3.5 nm the MR
amplitude shows the oscillatory behavior known from multilayers. This is
related to the oscillating interlayer coupling, being ferromagnetic or antifer-
romagnetic depending on the value of tNM . In section 3.7 these results will
be presented in detail.

As already mentioned in chapter 2 the appearance of GMR requires a tran-
sition of an unordered state of magnetization to an ordered state when an
external magnetic field is applied. These two different states for the magne-
tization can be achieved in the following ways:

Antiferromagnetic coupling: Using the correct thickness of the nonmag-
netic spacer the adjacent magnetic layers are aligned antiparallel with-
out an external field because of the interlayer exchange coupling. When
an external field is applied, the magnetization starts rotating until a
magnetization parallel to the external field is reached at the saturation
magnetization Hsat. This is the main mechanism for multilayer GMR
stacks. See section 2.4 in the previous chapter.
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Pinning: Using an (artificial) antiferromagnet one of the magnetic layers is
pinned. The free layer follows the external field and is therefore parallel
or antiparallel oriented to the pinned layer. This is the basic idea of
true spin valves. See section 2.5.

Materials of different coercivity: When the magnetic system consists of
materials with different coercivities, one of the layers switches in the
direction of the external field before the others will follow. The an-
tiparallel alignment will not be reached at zero field but at the external
field value, which belongs to the coercivity field of the soft magnetic
material.

In a given stack usually a combination of those effects occurs with varying
importance. The presented coupled and pinned trilayer system is one of
the simplest thin film combination possible in which all of the mentioned
aspects are significant. Therefore it is an ideal model system to examine the
interaction of interlayer coupling and exchange biasing.

The selected combination of the immiscible material combination Co and Cu
on a Ni80Fe20-buffer is highly favorable for this investigation as explained in
section 2.2.3.

This chapter will start with the definition of the used parameters (section
3.2 and a short review on unpinned trilayer systems (section 3.3). Details of
the latter have been reported in [Hem00].

Following the section 3.4 on sample preparation and characterization tech-
niques the GMR and magnetization measurements will be presented and
discussed: Before starting with the main subject of investigation, the vari-
ation of the spacer layer thickness (section 3.7) the ideal thickness of the
magnetic layers has to be determined (section 3.6).

To get a deeper understanding of our extraordinary GMR-amplitudes and
the oscillatory behavior of the interlayer coupling in the studied system the
investigations continue with a structural analysis (section 3.8) and magnetic
measurements (section 3.9) and their analysis.

This chapter will close with a comparison of pinned and unpinned trilayers
(section 3.10) and a conclusion (section 3.11).

To get a further insight into the relevant physical parameters for the shape
of the GMR-characteristics a specially developed simulation tool will be in-
troduced and applied to the systems under investigation in the following
chapter 4.



40 CHAPTER 3. MAGNETIC TRILAYERS

-400 -300 -200 -100 0 100 200 300 400
0

2

4

6

8

10

12

14

16

external field [Oe]

∆R
 / 

R
m

in
 [%

]
-30 -20 -10 0 10 20 30

HmaxGMR

Shigh field

Slow field

HSat

FWHM

external field [kA/m]

Figure 3.2: The figure shows the parameters as explained in the
text. The plotted characteristic refers to a magnetic trilayer in the
first antiferromagnetic coupling maximum.

3.2 Definition of Measurable Quantities

To give a meaningful interpretation of the measured data, suitable param-
eters have to be selected. Because of ambiguous parameter definition in
literature, this section summarizes the parameters and there definition in
the form they are used within this document.

The MR-characteristic is plotted according to the definition of ∆R(H)
R↑↑

in equa-

tion (2.1). It starts with the external field at high negative values, reaches
the maximum field and returns to maximal negative field. When the virgin
loop is included the field loop starts at zero.

The following parameters can be determined (see also Fig. 3.2):

GMR-effect g: The GMR-effect (or simply GMR) is defined as the max-
imum of the R(H)-plot, divided by the minimal resistance measured.
It is common praxis to give this number as percentage.

Field at maximum HmaxGMR: As parameter for the hysteresis the value
HmaxGMR is determined. It is half the difference of the field values
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for which the ∆R(H)
R↑↑

-plot reaches its maximum during increasing and

decreasing field.

Full width at half maximum FWHM: Here the widths of the GMR char-
acteristic at half of the maximum GMR value is determined. For pinned
layers this might be considerably different for increasing or decreasing
magnetic field.

Crossover: The crossover marks the R(H)
R↑↑

-value for which the graphs of back

and forward loop cross each other.

Saturation field Hsat: The saturation field is the field value, at which all
magnetic moments are aligned parallel to the external field and there-
fore the resistance keeps constant. From a technical point of view
the long slowly decreasing tails due to the size distribution are of no
interest. Therefore the saturation field is defined as follows: At half
maximum the slope is plotted. The field value at which this slope meets
the field-axis (x-axis) is defined as Hsat.

Sensitivity S: As sensitivity the slope at half maximum is defined. This
value differs for inner and outer edge.

3.3 Review on Unpinned Trilayers

Before reporting on pinned trilayers I will give a short review of unpinned
trilayers which have been prepared under comparable conditions. For details
see [Hem00]. Here I will concentrate on the Cu layer dependence in the
system (Ni80Fe20)2.8 nm − Co2.6 nm/Cut/Co2.9 nm as presented in Fig. 3.3.

The first antiferromagnetic coupling maximum (AFCM) shows an effect of
15% at a spacer layer thickness of 1.3 nm, the second and third AFCM with
11% and 7% were found at a spacer layer thickness of 2.0 nm and 2.7 nm,
respectively. The oscillation wavelength Λ is determined to 0.7 nm.

For a comparison of this system and the pinned and interlayer coupled sys-
tems see section 3.10.
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Figure 3.3: GMR amplitude as a function of the Cu layer thickness
in the system (Ni80Fe20)2.8 nm − Co2.6 nm / Cut / Co2.9 nm.

3.4 Sample Preparation and Characterization

Techniques

DC Magnetron Sputtering

All samples under investigation were prepared by DC magnetron sputtering
in high vacuum computer automated Leybold sputter deposition system,
Leybold L560 (Fig. 3.4). The targets had a distance of 110 mm to the
substrate and could be closed by a rotating shutter during the presputtering
time. The base pressure was hold below 7.0 · 10−7mbar, the argon pressure
during the sputtering process was kept to 1.5·10−3mbar for the metals and to
2.1 · 10−3mbar for IrMn. The standard sputtering powers were set to 91W ,
102W , 93W , and 105W for Cu, Ni80Fe20, Co, and IrMn, respectively, the
temperature during deposition was about 30◦C.

Series of spin valves (Ni80Fe20)t1−Cot2/Cux/Cot3/IrMnt4 (target material
Ir83Mn17) have been deposited onto thermally oxidized Si(100)-substrates.
During the process an external magnetic field of 9.5kA/m was applied to
determine the in-plane direction of the exchange anisotropy of the biased Co
layer by a magnetic mask (Fig. 3.5).

The role of the NiFe layer is to provide a flat buffer to obtain smooth
interfaces. The NiFe layer combined with the next ferromagnetic layer forms
an overall single soft magnetic layer. The second ferromagnetic layer on top
of the structure is magnetically hard and pinned to the antiferromagnet.
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Figure 3.4: Sputter device lab 560 from Leybold.

GMR prober

The magnetoresistance was measured at room temperature in a four-point
probe geometry. The probe current, usually 1mA, was applied in the film
plane along the DC magnetic field of up to 0.3T (CIP-geometry). Samples,
which have been exposed to an external magnetic field during deposition,
were aligned so that the probe current was parallel to the direction of this
field. For further details see [Mro98].

The magnetoresistance values ∆R
Rsat

are relative to the high-field resistance
Rsat.

XRD

X-ray diffraction has been measured on a Philips X’Pert PRO MPD diffrac-
tometer of Type PW3050/60, having a vertical θ/θ configuration in Bragg-
Bentano parafocusing geometry. For details see [Hei04]. The individual layer
thickness has been determined on corresponding samples by S. Heitmann and
S. Kämmerer.
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Figure 3.5: Magnetic mask to align the ferromagnet next to the
antiferromagnetic IrMn-layer.

AFM

The roughness of selected samples has been analyzed by an atomic force
microscopy (digital instruments Nanoscope IIIa). Measurements have been
carried out by D. Meyners.

AGM

The magnetization characteristics have been measured by I. Ennen with a
MicroMag 2900 AGM. For details see [Sud00].

TEM

D. Sudfeld carried out the transmission electron microscopy of one sample
of the trilayer series with a (HR)-TEM by Philips CM 200 SuperTWIN to
analyze the grain size of the samples.

REM

E-beam lithography and examination of the structure were done with a LEO
scanning electron microscope.
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3.5 Typical Characteristic

The GMR characteristic of a interlayer coupled and pinned trilayer can be
in generally understood when looking at the switching points as marked in
Fig. 3.6.

For high negative magnetic fields the magnetization of all layers is aligned
parallel to each other and to the external field as depicted at point 1. Then
at point 2 the free layer switches to the opposite direction. Due to hysteresis
of the bottom layer this occurs for small positive fields when the interlayer
coupling is neglected. This configuration keeps unchanged until point 3 is
reached. Here the Zeeman energy becomes dominant and the magnetization
of the pinned layer aligns parallel to the external field although this is not
favorable with regard to exchange bias. At 4 the magnetization of all layers
is aligned parallel to the positive external field. For decreasing field the
magnetization keeps unchanged due to a high anisotropy of the top magnetic
layer until point 5 where the upper layer switches because of the exchange
bias.
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Figure 3.6: Plot for general understanding of the GMR
characteristics. For the selected sample (Ni80Fe20)3.9 nm −
Co2.7 nm/Cu2.0 nm/Co2.7 nm/IrMn9.0 nm the switching points are
well separated. The dark arrows give the direction of magnetization
for the free (bottom) and pinned (top) layer, the small green arrow
indicates the preferred direction of magnetization for the pinned
layer due to the exchange bias.
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At 6 the soft layer follows and the magnetization of all layers is again parallel
to each other and to the negative external field.

The switching points 2 and 6 will be shifted to negative field values for antifer-
romagnetically coupled systems and to positive field values for ferromagnet-
ically coupled systems. The switching points 3 and 5 are not symmetrically
situated to zero field due to the exchange bias.

A deeper understanding of the magnetization process is provided by the mag-
netization measurements and their interpretation within a phenomenological
model. See section 3.9.

3.6 Ideal Thickness of the Magnetic Layers

Before dealing with the main objective of this study, the variation of the
spacer layer thickness, the ideal thickness for the magnetic layers has to
be determined. Here “ideal” stands for an optimal GMR-amplitude and
characteristics which could be measured with our GMR-prober with regard to
resolution and necessary magnetic fields to yield saturation. Starting points
for the experimental realization could be taken from the former studies on
unpinned trilayers (see section 3.3).

Pinned Co-Layer

Fig. 3.7 and 3.8 show the GMR characteristics for different thicknesses tCo,2 of
the top Co-layer in the first and second antiferromagnetic coupling maximum
(AFCM), respectively.

In the first AFCM there is a minimum thickness of more than 2.3 nm before
the pinning of the top Co-layer has the desired effect on the magnetization
process. For thicknesses above 3.5 nm the GMR effect vanishes due to the
increasing shunting effect. Furthermore the Zeeman-energy becomes more
and more relevant and the shift due to the pinning is reduced.

In Fig. 3.8 for the second AFCM we see that for layer thicknesses up to 1.5nm
the chosen field of 300 Oe at the measuring device was too small to switch
the upper cobalt layer. But for this regime of layer thickness the quality of
the film was not sufficient to yield high GMR values in agreement to former
results [Hem00]. For Co layer thicknesses of more than 3 nm the increasing
shunting reduces the GMR amplitude.

For both maxima the optimal thickness of the pinned Co-layer was chosen
to about 2.8 nm.
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Figure 3.7: Variation of pinned Co-layer thickness for the system
(Ni80Fe20)3.4 nm − Co2.8 nm/Cu1.0 nm/Cot/IrMn14 nm in the first
AFCM.
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Figure 3.8: Variation of pinned Co-layer thickness for the system
(Ni80Fe20)3.4 nm−Co2.8 nm/Cu2.2 nm/Cot/IrMn14 nm in the second
AFCM.
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Free Co-Layer

An identical series as above was carried out for the free Co-layer for the first
(Fig. 3.9) and second (Fig. 3.10 AFCM. In the first AFCM it is obvious that
a minimum layer thickness of about 2.3 nm is necessary for the coupling to
come along well. Of course, there might be a pronounced coupling maximum
for smaller thicknesses of the Co-layer when the spacer layer thickness is
adjusted correspondingly.

For the second AFCM there is a optimum layer thickness for the Co-layer
with respect to the GMR amplitude as well.

Buffer Layer

The Ni80Fe20 buffer layer has two different functions in this stacking se-
quences. On the one hand Ni80Fe20 is known to care for smooth interfaces
at the succeeding layers, on the other hand it is part of the free layer con-
sisting of Ni80Fe20 and Co and making it magnetically softer than a pure
Co-layer. Ni80Fe20 needs a thickness of about 3.4 nm to fullfill these func-
tion as can be seen in Fig. 3.11. For too thick layers the GMR-amplidude
decreases again because of the shunting effect.

Pinning Layer

As the interlayer coupling as the antagonist of the exchange bias is much
stronger in the first AFCM the variation of the IrMn-layer thickness was
done for a Cu-layer thickness of 1.0 nm. An optimum of GMR effect-
amplitude and pinning was obtained for a thickness of about 9.0 nm. See
Fig. 3.12 for details.
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Figure 3.9: Variation of free Co-layer thickness for the system
(Ni80Fe20)3.4 nm − Cot/Cu1.0 nm/Co2.8 nm/IrMn14 nm in the first
AFCM.
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Figure 3.10: Variation of free Co-layer thickness for the system
(Ni80Fe20)3.4 nm−Cot/Cu2.2 nm/Co2.8 nm/IrMn14 nm in the second
AFCM.



50 CHAPTER 3. MAGNETIC TRILAYERS

-50 0 50 100 150 200 250 300
0

1

2

3

4

5

6

7

8
0 5 10 15 20

 t = 1.1 nm
 t = 1.6 nm
 t = 3.4 nm
 t = 4.5 nm
 t = 6.0 nm
 t = 9.7 nm

∆
R

 / 
R

 [%
]

external field [Oe]

 external field [kA/m]

Figure 3.11: Variation of buffer layer thickness for the system
(Ni80Fe20)t−Co2.8 nm/Cu2.2 nm/Co2.8 nm/IrMn14 nm in the second
AFCM.
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Figure 3.12: Variation of pinning layer thickness for the system
(Ni80Fe20)3.4 nm − Co2.8 nm/Cu1.0 nm/Co2.8 nm/IrMnt in the first
AFCM.
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3.7 Variation of Spacer Layer Thickness

The variation of the spacer layer thickness is one of the major aspects of this
thesis. Based on the investigations on the layer thickness of the ferromagnetic
layers and the pinning layer, reported in section 3.6, this series of experiments
was done as (Ni80Fe20)3.9 nm−Co2.7 nm/Cut/Co2.7 nm/IrMn9.0 nm. Here t was
varied from 0.8 nm up to 9.7 nm. All measurements have been deduced in
four point geometry at room temperature.

Before having a look on single GMR characteristics Fig. 3.13 presents an
overview of the GMR amplitude as a function of the spacer layer thickness.
At a spacer layer thickness of 1.8 nm the GMR amplitude is equal to 10.6%.
This Cu layer thickness corresponds to the spacer layer thickness for the
second antiferromagnetic coupling maximum in a comparable system of un-
pinned trilayers (see section 3.3).

For further decreasing layer thickness the GMR-effect amplitude falls off
and is finally completely suppressed with the increasing contribution of the
ferromagnetic RKKY coupling for tNM from 1.6 nm to 1.3 nm. Close to the
first AFCM the GMR amplitude recovers and reaches 11.5% at a spacer layer
thickness of 1.1 nm.

For tCu = 0.9 nm still a GMR amplitude of 7.5% was measured. Then the
GMR amplitude drops rapidly to less than 1% for spacer layer thicknesses
being less than 0.9 nm.
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Figure 3.13: GMR as function of the spacer layer thickness in the
series (Ni80Fe20)3.9 nm − Co2.7 nm/Cut/Co2.7 nm/IrMn9.0 nm.
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Figure 3.14: GMR characteristics near the 1st AFCM
of selected samples in the series (Ni80Fe20)3.9 nm −
Co2.7 nm/Cut/Co2.7 nm/IrMn9.0 nm.

Considering the GMR amplitudes for spacer layer thicknesses of more than
1.8 nm it is quite striking that there is no meaningfull slump corresponding
to a ferromagnetic coupling between the second and third AFCM. Only the
GMR amplitude measured for decreasing fields drops down to 4.1% for tCu =
1.9nm. Here we have the typical spin valve behavior as thoroughly described
by B. Dieny et al. [Die94] and many others.

Now let us have a detailed look on the characteristics around the first AFCM
presented in Fig. 3.14. The GMR effect in this experiment can be seen for
a spacer layer thickness of about 0.9 nm. The high saturation field of about
375 Oe (average for all four edges, which were determined in accordance to
section 3.2) for the GMR characteristic at nominal 0.91 nm is an unambigu-
ous indication for a high interlayer coupling. It can be estimated to about
200 µJ/m2 according to Eq. 4.20.

Compared to this interlayer coupling the exchange bias is small and only
shifts the characteristic to positive fields. For higher spacer layer thick-
nesses the GMR amplitude rises although the interlayer coupling obviously
decreases allready. The switching point for the free layer become symmetric
to zero field and the exchange bias is the dominant factor for the shape of
the characteristic. The zero field sensitivity of 9 %/mT for tCu = 1.10 nm is
remarkable high.
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The characteristic at tCu = 1.19 nm needs some explication. For high nega-
tive fields the alignment of the ferromagnetic layers is parallel to each other
and to the external field. But only when a positive field of about 35 Oe is
reached the “free” bottom layer switches and the relative alignment becomes
antiparallel, resulting in an increase of the resistance. This can only be due
to a ferromagnetic coupling. Although the exchange bias favors this antipar-
allel alignment the pinned layer switches soon after, the value for ∆R/R falls
to zero.

For decreasing field no antiparallel alignment of the magnetic layers is ob-
tained at all. When the pinned layer switches, which of course happens
for smaller fields as for increasing fields due to anisotropy, the free bottom
layer follows immediately. This again is a consequence of the ferromagnetic
interlayer coupling.

Near the second AFCM the GMR effect starts again at a spacer layer thick-
ness of about 1.56 nm, see Fig. 3.15.
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Figure 3.15: GMR characteristics near and above the 2nd

AFCM of selected samples in the series (Ni80Fe20)3.9 nm −
Co2.7 nm/Cut/Co2.7 nm/IrMn9.0 nm. For samples with a layer thick-
ness of more than 1.8 nm minor loops are included.
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For tCu = 1.65nm the characteristic equals very much that at tCu = 1.19nm.
Again there is a change in the resistance for increasing fields but not for
decreasing as described above. For copper thickness of 1.83 nm the GMR
amplitude reaches its maximum at the second AFCM with 10.6%. Still the
interlayer coupling is slightly ferromagnetic as can be seen from the shift of
the switching points for the bottom layer to positive fields.

For further increasing spacer layer thickness we see more and more a typical
spin valve behavior. The switching points of the free layer are only slightly
shifted around zero field due to decreasing interlayer coupling. The zero field
sensitivity reaches values up to 33%/mT for tCu = 1.86 nm.

The minor loops which are also plotted in Fig. 3.15 show that for spacer layer
thicknesses greater than 1.9 nm the layers switch separately. A plateau of
about 200 Oe is clearly developed.

Finally Fig. 3.16 gives an overview on the measurements.

Our experimental results prove that pinned trilayers definitely show an alter-
nating interlayer exchange coupling and that meaningful GMR amplitudes
can be reached for spacer layer thicknesses down to 0.9nm. The data are de-
scribed above and explained qualitatively. A further analysis of this data will
be carried out by simulating the GMR characteristics based on an extended
Stoner-Wohlfarth’s model. This simulation program and its application is
the second main topic of this thesis and is presented in chapter 4.

Before I will continue with some further experimental results and their anal-
ysis.



3.7. VARIATION OF SPACER LAYER THICKNESS 55

1.
0

1.
5

2.
0

2.
5

3.
0

3.
5

024681012

1.
0

1.
5

2.
0

2.
5

3.
0

3.
5

0

10
0

20
0

30
0

40
0

1.
0

1.
5

2.
0

2.
5

3.
0

3.
5

-4
00

-3
00

-2
00

-1
000

10
0

-0
.1

5

-0
.1

0

-0
.0

5

0.
00

 in
cr

ea
si

ng
 fi

el
d

 d
ec

re
as

in
g 

fie
ld

GMR [%]

 in
cr

ea
si

ng
 fi

el
d

FWHM [Oe]

 H
sa

t fr
ee

 la
ye

r
 sh

ift
 fr

ee
 la

ye
r

ext. field [Oe]

th
ic

kn
es

s o
f s

pa
ce

r l
ay

er
 [n

m
]

m
ul

tip
lie

d 
by

 1
0

 J [erg/cm = mJ/m²]

Figure 3.16: Overview to the series of pinned and interlayer
coupled magnetic trilayer with varying Cu spacer thickness:
(Ni80Fe20)3.9 nm−Co2.7 nm/Cut/Co2.7 nm/IrMn9.0 nm. For samples
at the marked positions you will find the ∆R/R -characteristic and
the simulated characteristic in section 4.4. The coupling constant
J∗ is in first approximation proportional to the saturation magne-
tization Hsat of the free layer according to Eq. 4.20.
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3.8 Structural Analysis

To investigate why our systems show an extraordinary high antiferromagnetic
interlayer coupling for layer thicknesses down to 1 nm structural analysis
were performed. As these systems are hardly accessible for X-ray diffraction
due to their small layer thickness we decided for investigate the roughness
by means of AFM measurements and access grain size and layer quality by
TEM measurements.

3.8.1 Investigation on Layer Roughness

The interface roughness was analyzed by measuring the RMS6-value for 1×
1 µm2 images (Fig. 3.17). Starting with a sample consisting of the Ni80Fe20

buffer layer only, a second sample with the two layers of the bottom electrode
was prepared and so on, until the full stacking sequence was reached (see table
3.1). The scan was performed on air by the digital instruments Nanoscope
IIIa. We accurately checked that all results were well reproducible.

The wavelength of the roughness was determined to 17.2nm by counting the
number of extrema per unit length in various line scans (see Fig. 3.18).

The standard silicon wafer with 100nm thermal oxide was cleaned in acetone
and ethyl alcohol and not further treated before mounted in the sputter
chamber. The results demonstrate clearly the importance of the Ni80Fe20-
buffer layer allowing a roughness of less than 0.24 nm for the relevant spacer
layer. No significant deviations was found for first (tCu = 1.0nm) and second
(tCu = 2.0 nm) coupling maximum.

no. stacking sequence RMS GMR

layer thickness in [nm] [nm] [%]

AFM01 (Ni80Fe20)3.9 0.19 -
AFM02 (Ni80Fe20)3.9 − Co2.7 0.21 -
AFM03 (Ni80Fe20)3.9 − Co2.7/Cu2.0 0.24 -
AFM04 (Ni80Fe20)3.9 − Co2.7/Cu2.0/Co2.7 0.20 9.3
AFM05 (Ni80Fe20)3.9 − Co2.7/Cu2.0/Co2.7/IrMn9.0 0.19 8.7
AFM07 (Ni80Fe20)3.9 − Co2.7/Cu1.0/Co2.7/IrMn9.0 0.19 12.3

Table 3.1: AFM measurement of magnetic trilayers. RMS value
for 1×1µm2 images, sample for GMR measurement and AFM scan
were sputtered in the same process in a magnetic mask of 9.5kA/m.

6Rout Mean Square
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Figure 3.17: AFM-image of a trilayer. The given scan of 0.5 ×
0.5µm2 for the sample (Ni80Fe20)3.9 nm−Co2.7 nm/Cu2.0 nm is typical
for the series given in table 3.1.

Figure 3.18: AFM-line scan of a trilayer. The given scan for
the sample (Ni80Fe20)3.9 nm−Co2.7 nm/Cu2.0 nm is typical for the
series given in table 3.1.



58 CHAPTER 3. MAGNETIC TRILAYERS

3.8.2 Investigation on Grain Size and Layer Quality

To obtain information on the grain size and layer quality we took TEM7 im-
ages of the system (Ni80Fe20)3.9 nm−Co2.7 nm/Cu2.0 nm/Co2.7 nm/IrMn9.0 nm

sputtered on a copper coated carbon grid. See Fig. 3.19 as an example.
The average grain size from a series of images taken with varying tilt angles
is 5.7 ± 2.5 nm. No in plane texture can be determined which suggests a
statistical distribution of the grains in the layer plain.

6.0nm

8.2nm

5.2nm

9.6nm

8.0nm

8.1nm

8.0nm2.4nm

7.1nm

3.6nm

6.5nm

Figure 3.19: TEM-images of a trilayer. Bright-field image with a
magnification of 135k, diffraction pattern with a camera length of
1.15 m. The grain size could be determined by a series of these
images with different tilt angles.

7Philips CM 200 SuperTWIN
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3.9 Magnetic Measurements

In this section we will compare magnetic measurements and GMR character-
istics of samples which have been produced in the same deposition process.
The magnetic measurements were performed on 4 × 4mm2 samples by an
alternating gradient magnetometer (AGM)8. The measured characteristics
have been fitted by a phenomenological law as presented in section 2.8 ac-
cording to Eq. (2.68).

M(H)norm =
2 Afree

π
atan

(
H −Hshift,free

Pfree

)
+

2 Apinned

π
atan

(
H −Hshift,pinned

Ppinned

)

The selected samples are examples for spin valves in first AFCM (Fig. 3.20),
between first and second AFCM (Fig. 3.21), second AFCM (Fig. 3.22) and
after the second AFCM (Fig. 3.23). For comparison two more samples of
unpinned trilayers with identical stacking sequence as the second AFCM but
without the IrMn-layer have been prepared, measured and analyzed, one
sputtered within the magnetic mask with a field of 9.5 kA/m (Fig. 3.24) as
the pinned systems, the other without the magnetic mask (Fig. 3.25).

The stacking sequence and all fitting parameters are given in table 3.2. When
the shifting field for the free and pinned layers are fitted for increasing and
decreasing field the coercivity fields HC and the shift due to interlayer ex-
change coupling Hi.e.c and exchange bias He.b. can be calculated. See again
section 2.8 for details. These data are also presented in table 3.2.

The shift of the magnetization curve for the free layer Hi.e.c reflects very well
the alternating interlayer exchange coupling. For tCu = 1.0nm the coupling is
strongly antiferromagnetic and Hi.e.c becomes −15.2 Oe, its highest negative
value. Then for tCu = 1.6nm the shifting field was determined to 47.4Oe. The
interlayer coupling is ferromagnetic. Initially it might be astonishing that
the absolute value is higher than for the antiferromagnetic coupling in the
first AFCM although the amplitude of the coupling oscillation decreases with
increasing spacer layer thickness (see Eq. 2.43). But this is in agreement with
the results presented in section 3.7 as the maximum GMR amplitude in the
first AFCM is reached for allready decreasing interlayer exchange coupling.
In other words, the selected spacer layer thickness chosen for sample 1 does
not correspond to the maximum interlayer coupling but to the highest GMR
amplitude near the first AFCM.

8Princeton Measurements Corporation, MicroMagTM Model 2900 AGM System
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For tCu = 2.0 nm and 3.2 nm (samples 3 and 4) the shifting field is quite
small. Here we have to assume as well a weak antiferromagnetic interlayer
exchange coupling being an antagonist to the always present ferromagnetic
coupling, e.g. due to orange peel coupling.

The coercivity field of the free layer consisting of the bottom Co-layer and
the magnetically soft NiFe-layer is quite small in the pinned systems (5.7Oe
to 8.5Oe for the measured samples) and well comparable to the bottom layer
in the unpinned trilayers (samples 5 and 6).

This is different for the top Co-layer. The samples 1 to 4 show an average
value of 84 Oe whereas the unpinned systems of sample 5 and 6 only show
a coercivity field of about 43 Oe or less as here the influence of interlayer
coupling and anisotropy cannot be exactly separated. This is due to the fact
that the IrMn-layer not only cares for the exchange bias but increases the
anisotropy of the top magnetic layer (see section 2.5).

Finally it is worthwile to note that the magnetic mask during the sputtering
process only adds a weak (uniaxial) anisotropy to the system (see data for
samples 5 and 6). The characteristics are still symmetric to zero field and
hence do not show an unidirectional alteration.

The magnetic moment per unit area A can be estimated based on data from
literature for bulk magnetization and the determined layer thicknesses.

(m

A

)
free

= Msat,NiFe · tNiFe + Msat,Co · tCo,free

= 820
kA

m
· 3.9 nm + 1400

kA

m
· 2.7 nm = 6978 µA(m

A

)
pinned

= Msat,Co · tCo,pinned

= 1400
kA

m
· 2.7 nm = 3780 µA

This is a relative fraction of the total magnetic moment of 65% to 35% and
matches astonishingly well the corresponding fitting parameters. This result
proves the validity of the simplifications for the buffer layer magnetization
carried out in the simulation described in chapter 4.
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Figure 3.20: Magnetization measurement and analysis for
pinned trilayer at 1st AFCM. Sample 1: (Ni80Fe20)3.9 nm −
Co2.7 nm/Cu1.0 nm/Co2.7 nm/IrMn9.0 nm.
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Figure 3.21: Magnetization measurement and analysis for pinned
trilayer between 1st and 2nd AFCM. Sample 2: (Ni80Fe20)3.9 nm −
Co2.7 nm/Cu1.6 nm/Co2.7 nm/IrMn9.0 nm.
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Figure 3.22: Magnetization measurement and analysis for
pinned trilayer at 2nd AFCM. Sample 3: (Ni80Fe20)3.9 nm −
Co2.7 nm/Cu2.0 nm/Co2.7 nm/IrMn9.0 nm.
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Figure 3.23: Magnetization measurement and analysis for
pinned trilayer after 2nd AFCM. Sample 4: (Ni80Fe20)3.9 nm −
Co2.7 nm/Cu3.2 nm/Co2.7 nm/IrMn9.0 nm.
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Figure 3.24: Magnetization measurement and analysis
for trilayer at 2nd AFCM. Sample 5: (Ni80Fe20)3.9 nm −
Co2.7 nm/Cu2.0 nm/Co2.7 nm, sputtered in the magnetic mask.
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Figure 3.25: Magnetization analysis for trilayer at 2nd AFCM.
Sample 6: (Ni80Fe20)3.9 nm−Co2.7 nm/Cu2.0 nm/Co2.7 nm, sputtered
without a magnetic mask.
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Figure 3.26: GMR characteristic for samples at the 1st AFCM.
(Ni80Fe20)3.9 nm − Co2.7 nm/Cu1.0 nm/Co2.7 nm(/IrMn9.0 nm)

3.10 Comparison of Pinned and Unpinned Tri-

layers

In the last section of this chapter we will again compare the pinned with
the unpinned systems. In figures 3.26 and 3.27 GMR characteristics of mag-
netic trilayers, sputtered with or without the magnetic mask of 9.5kA/m,
and spin valves are compared near the first and second coupling maximum,
respectively.

For tCu = 1.0 nm the GMR amplitude for the unpinned sample is about
12% but for the pinned system only 10%. This is what is expected due
the lower resistance of the pinned system containing the IrMn-layer, the so
called shunting effect. For tCu = 2.0 nm the GMR amplitude keeps totally
unchanged at 9%. Here the shunting effect is also present, of course. A
detailed look at the characteristics of the unpinned samples show a crossover
of more or less zero (see section 3.2 and [Hem00]) indicating a negligible
interlayer exchange coupling. In combination with the fact that no plateau
is developed this can be interpreted in a way that a state of fully antiparallel
alignment throughout the the sample is never reached. Hence the GMR of
this system is not higher as for the pinned system where we have a shunting
effect but a state of fully antiparallel alignment resulting in a wide plateau.
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Figure 3.27: GMR characteristic for samples at the 2nd AFCM.
(Ni80Fe20)3.9 nm − Co2.7 nm/Cu2.0 nm/Co2.7 nm(/IrMn9.0 nm)

The high squareness of the magnetization curve for the pinned layer again
indicates a high induced anisotropy for the upper Co-layer. It exceeds the
anisotropy of the unpinned top Co-layer of identical thickness by far, again
in agreement to the results reported above. The free layer behaves identically
for the pinned and unpinned system resulting in identical switching points.

In Fig. 3.28 the spacer layer dependence of the GMR amplitude for the
unpinned system (Ni80Fe20)2.8 nm −Co2.6 nm / Cut / Co2.9 nm (Fig. 3.3) and
the pinned system (Ni80Fe20)3.9 nm−Co2.7 nm/Cut/Co2.7 nm/IrMn9.0 nm (Fig.
3.13) are combined.

As the determination of the absolute layer thickness for the unpinned stacks
was not as exact as for the new results on the pinned systems we must not
draw any conclusions from the shift of the spacer layer thickness for which
the GMR amplitude is at its maximum.

The unpinned system depends very much on the interlayer coupling to yield
an antiferromagnetic alignment apart from remanence effects due to the dif-
fering anisotropy of top and bottom layer. Hence the GMR is completely
suppressed between the first and second AFCM. Also between the second
and third AFCM the now weak ferromagnetic interlayer coupling results in
a vanishing GMR effect amplitude. Three maxima can be easily identified.
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Figure 3.28: GMR amplitude as a function of the Cu layer
thickness in the unpinned system (Ni80Fe20)2.8 nm − Co2.6 nm

/ Cut / Co2.9 nm and the pinned system (Ni80Fe20)3.9 nm −
Co2.7 nm/Cut/Co2.7 nm/IrMn9.0 nm.

When the top Co-layer is pinned to the IrMn-layer it does not switch its
magnetization near zero field. We always yield a antiferromagnetic alignment
but for very high ferromagnetic interlayer coupling. Therefore the GMR
effect is only suppressed for a very small interval between first and second
AFCM and drops down slightly for decreasing fields between second and
third AFCM.

The maximum GMR amplitude of the unpinned system is with 15.2% evi-
dently much higher as the 11.5% for the pinned trilayers. This again is due
to the reduced shunting effect of simple magnetic trilayers.

As the maximum GMR amplitude does not necessarily coincident with the
maximum in the antiferromagnetic interlayer exchange coupling the oscilla-
tion period of the GMR amplitude and of the interlayer coupling can not be
deduced from each other. See section 4.4.4 for an alternative approach.

3.11 Conclusion

The simplest stacking sequence for top spin valves of the type (Ni80Fe20)−
Co/Cu/Co/IrMn was thoroughly studied. After determining the ideal thick-
ness of the ferromagnetic layers (section 3.6) the Cu spacer layer was varied
from 0.8 nm to 9.7 nm (3.7).
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The evolution of the characteristics and their GMR-amplitude are an unam-
biguous evidence for the role the interlayer exchange coupling in this sys-
tems. It shows oscillatory behavior with a first and second antiferromagnetic
coupling maximum (AFCM) for spacer layer thickness of about 1.0 nm and
2.1 nm, respectively. Considerably high GMR effect amplitudes up to 11.5%
in the first and 10.6% in the second AFCM have been determined. The
ferromagnetic coupling between the two AFCM suppresses the GMR effect
completely for the corresponding spacer layer thickness of about 1.4nm. The
determination of the saturation magnetization allowed for a rough estima-
tion of the interlayer exchange coupling (e.g. about 200 µJ/m2 for the first
AFCM).

We could reach an antiparallel alignment for spacer layer thicknesses down
to 0.9 nm. Obviously this is far below the generally observed critical spacer
layer thickness of about 2 nm for copper [Die91a] [Rij94], below which the
GMR effect usually rapidly drops to zero.

Structural analysis (section 3.8) showed that the samples under investigation
feature an extraordinary smoothness at their interfaces with an RMS-value
less than 0.24nm. This causes the RKKY-like interlayer coupling to dominate
the ferromagnetic orange peel coupling and at the same time pin holes can
be avoided as a result of the surface quality of the layers.

The average grain size was determined to 5.7 ± 2.5 nm with no in plane
texture suggesting a statistical distribution of the grains in the layer plain.

Magnetic measurements (section 3.9) and their analysis by means of a phe-
nomenological law as presented in section 2.8 gave an insight in the magne-
tization process and its implications for the ∆R/R-characteristic. It allowed
for the determination of the switching points and provided a very good qual-
itative understanding of the GMR behavior.

The comparison of the series of unpinned and pinned trilayer (section 3.10)
shows coherent results.

Two aspects can be regarded as advantageous for applications: The overall
thickness of the stack is about 20nm only, resulting in a high resistance, and
only very few parameters have to be considered for a production process due
to the simplicity of the system. The zero field sensitivity reaches values up
to 33%/mT for tCu = 1.86 nm and can be easily tailored.

All results presented in this chapter are in good agreement to each other and
based on a long term experience in GMR are qualitatively good understood.
Still, we have only a little insight in the magnetization process, only a rough
estimation of the interlayer coupling but no data for anisotropy or exchange
bias.
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Further experiments, especially spatial and time resolved scattering processes
by x-ray, electrons or neutrons are very elaborate and hence costly and time-
consuming. However, the results are not always unambiguous and need ex-
tensive analysis. As the majority of these research methods demand special
preparation methods for the systems under investigation it is also quite ques-
tionable in how far the results can be transferred to the system used in later
applications.

In the next chapter a totally different approach is presented. As experimen-
tal input it mainly demands the GMR characteristic and in addition some
parameters available from literature. It will not only allow for a deeper in-
sight in experimentally realized systems but also give reliable reverences for
new designs.
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Chapter 4

Simulation of the
GMR-Characteristics

To get a deeper understanding of the magnetization reversal and the related
GMR-characteristic in layered magnetic structures a tool to simulate GMR-
characteristics and magnetization loops was developed. It will provide an
approach to extract values for the interlayer coupling and anisotropy con-
stants and for the exchange bias.

In the first section of this chapter a model for the magnetization reversal
in layered GMR systems is developed. It is an extension of a model by
E. C. Stoner and E. P. Wohlfarth which has been applied to layered magnetic
devices for the first time by H. Holloway and D. J. Kubinski. A considerable
number of further extensions and adjustments will be presented to enable
the treatment of further demands.

In the main text of this thesis the model is presented for the case of the
interlayer coupled and pinned trilayer in section 4.1. But this model can be
adjusted to different stacking sequences. Various systems are presented in
appendix A: Simple trilayers (A.1), doubled trilayers (A.2), bottom spin-
valves (A.3) and a simple and an enhanced model for multilayers (A.4 and
A.5).

The implementation of the model in the simulation program GMRSim is
presented in the following section 4.2. As the starting point is completely
different to known magnetic simulations it is quite worthwile to compare the
results to lattice calculations (section 4.3).

A substantial part of this chapter is dedicated to the application of the sim-
ulation to coupled and pinned trilayers (section 4.4) and the deduced infor-
mation (section 4.5).
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4.1 Model for the Magnetization Reversal in

Layered GMR Systems

In 1948 E. C. Stoner and E. P. Wohlfarth introduced a model to calculate
hysteresis loops [Sto48], in which they described the magnetization reversal
by a coherent rotation of the spin of all electrons in a particle consisting of
only one magnetic domain in an external field. The basic idea of the model
is to calculate the magnetization reversal by minimizing the energy of the
system. As a function of the external field the only free parameter is the
direction of the magnetization.

H. Holloway and D. J. Kubinski extended this model and applied it to lay-
ered magnetic devices [Hol98]. Our research group already demonstrated the
applicability of this model to hysteresis free copper/permalloy multilayers in
[Hüt99], for trilayers in [Hüt01] and [Hem00].

In the course of these studies this model was further extended to fit the actual
needs, especially to include all energy terms mentioned before and finally to
serve as the physical model for our simulation programm presented in section
4.2.

From the nice match between prediction and experiment the conclusion can
be drawn, that Stoner-Wohlfarth’s model can serve as an accurate tool to
calculate GMR characteristics despite the fact that the original model is
formulated in the single domain limit only. The reason for that is, that the
experimentally determined data such as Keff and J indirectly include the
influence of magnetic domains which are present without any doubt.

At the beginning of this section the requirements and assumptions of the
model will be pointed out. In the following subsection the extension of the
model to a coupled and pinned trilayer is given, including the adjustment of
equations (2.51) and (2.63) for the GMR characteristic and magnetization
loop.

4.1.1 Requirements and Assumptions of the Model

To apply an extended Stoner-Wohlfarth’s model to magnetic layers assump-
tions have to be made. All calculations included in the simulation are based
on the following items:

• We assume columnar growth of the system, which can be justified by
TEM-pictures of the structures (see Fig. 4.1). Within one column (=
grain) the easy axis points in the same direction due to identical crystal
direction.
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Figure 4.1: TEM micrograph of the layered system Py1.9 nm

/ {Cu1.7 nm / Py1.6 nm}60 (TEM-preparation and micrograph:
G. Haindl).

• The easy axes are always in the layer plane due to shape anisotropy.

• The magnetization of one column has no influence on adjacent columns,
e.g. no domain wall propagation or stray fields are considered.

• In first approximation the saturation magnetization Msat is the same
as in the bulk material.

• The energy of the system is determined by the direction of the magneti-
zation of adjacent magnetic layers. The system is not necessarily in the
state of overall lowest energy but can be trapped in a local minimum.

• In the case of antiferromagnetic coupling an ideal antiparallel configu-
ration is adopted after sample growth.



74 CHAPTER 4. SIMULATION
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Figure 4.2: Design of a top pinned trilayer. The magnetic buffer
and the bottom magnetic layer are coupled ferromagnetically and
behave as one magnetic layer, the top magnetic layer is pinned by
the adjacent ferromagnetic layer.

Due to these assumptions restrictions of the model have to be made. Espe-
cially the long tails in the GMR-characteristics for high external field cannot
be evaluated as they are caused by the fluctuation of the layer thickness,
which is not taken into consideration.

4.1.2 Model for Coupled and Pinned Trilayers

The system under investigation contains a magnetic buffer, a bottom mag-
netic layer, a spacer and a top magnetic layer which is pinned by an an-
tiferromagnetic layer (Fig. 4.2). In addition to the interlayer coupling and
the exchange bias the other magnetic energy contributions, e.g. the Zeeman
energy and the anisotropy are taken into account.

The angles of the magnetization direction of the buffer, the bottom and the
upper magnetic layer are given by θ1, θ2 and θ3, respectively. The directions
of the easy axes are given by ϕ1, ϕ2 and ϕ3, γ defines the direction of the
pinning. The angle between the x-axis and the long side of the shape may
be defined as ξ (see Fig. 4.3).

The Zeeman energy per unit area for this system becomes:

EZeeman/A = −µ0 ·Msat,1 · t1 ·H · cos θ1

−µ0 ·Msat,2 · t2 ·H · cos θ2 (4.1)

−µ0 ·Msat,3 · t3 ·H · cos θ3
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Figure 4.3: Top view of the magnetic configuration of a coupled and
pinned trilayer including the buffer and pinning layer. The model
accounts only for components in the layer plane.

Here Msat,i indicates the saturation magnetization of the material and ti its
thickness.

The uniaxial anisotropy energy is determined for the three layers from equa-
tion (2.20):

Eani,uni/A = Kintrinsic,uni,1 · t1 · sin2(θ1 − ϕ1)

+Kintrinsic,uni,2 · t2 · sin2(θ2 − ϕ2) (4.2)

+Kintrinsic,uni,3 · t3 · sin2(θ3 − ϕ3)

Before summarizing the different terms we have to consider that the buffer
and the bottom magnetic layer are coupled ferromagnetically and therefore
we get θ1 = θ2 := θb. Assuming columnar growth as explained in 4.1.1 we
set ϕ1 = ϕ2 = ϕ3 := ϕ. So equation (4.2) becomes:

Eani,uni/A = Kintrinsic,uni,1 · t1 · sin2(θb − ϕ)

+Kintrinsic,uni,2 · t2 · sin2(θb − ϕ) (4.3)

+Kintrinsic,uni,3 · t3 · sin2(θ3 − ϕ)

In the case of biaxial anisotropy the referring terms have to be replaced, see
Eq. (2.21).
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Eani,bi/A = 1/4 Kintrinsic,bi,1 · t1 · sin2(2(θb − ϕ))

+1/4 Kintrinsic,bi,2 · t2 · sin2(2(θb − ϕ)) (4.4)

+1/4 Kintrinsic,bi,3 · t3 · sin2(2(θ3 − ϕ))

As the anisotropy does not have to be of the same nature for all magnetic
layers, both energy contributions will be considered in the simulation. It is
left to the user to set the anisotropy constant of the non applicable term to
zero.

Induced and shape anisotropy are taken into consideration by adding the
terms:

EK,ind/A = Kind,1 · t1 · sin2(θb − ϕind)

+Kind,2 · t2 · sin2(θb − ϕind) (4.5)

+Kind,3 · t3 · sin2(θ3 − ϕind)

EK,ind,bi/A = 1/4 Kind,bi,1 · t1 · sin2(2(θb − ϕind))

+1/4 Kind,bi,2 · t2 · sin2(2(θb − ϕind)) (4.6)

+1/4 Kind,bi,3 · t3 · sin2(2(θ3 − ϕind))

and

Eshape/A = Kshape,1 · t1 · sin2(θb − ξ)

+Kshape,2 · t2 · sin2(θb − ξ) (4.7)

+Kshape,3 · t3 · sin2(θ3 − ξ)

The energy contribution due to the interlayer coupling has to be added.

Einterlayer exchange/A = −JL,total cos(θ3 − θb)− JQ

(
cos2(θ3 − θb)

)
(4.8)

The linear coupling constant JL,total is the sum of the interlayer coupling for
the RKKY interaction JL and the orange peel contribution JOP . The last is
taken from model A in section 2.6.
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JL,total = JL + JOP (4.9)

An additional energy contribution originates from the pinning in the direction
of γ. The magnitude of the exchange bias is determined by Jeb.

Eexchange biasing/A = −Jeb cos(θ3 − γ) (4.10)

The sum of Zeeman (Eq. 4.1), intrinsic anisotropy (Eq. 4.3 and Eq. 4.4),
induced anisotropy (Eq. 4.5), shape anisotropy (Eq. 4.7), interlayer coupling
energy (Eq. 4.8) and exchange biasing (Eq. 4.10) results in:

Etotal/A = (EZeeman + Eanisotropy + Einterlayer coupling + Eexchange biasing)/A

= −µ0 ·Msat,1 · t1 ·H · cos θb

−µ0 ·Msat,2 · t2 ·H · cos θb

−µ0 ·Msat,3 · t2 ·H · cos θ3

+Kuni,1 · t1 · sin2(θb − ϕ)

+Kuni,2 · t2 · sin2(θb − ϕ)

+Kuni,3 · t3 · sin2(θ3 − ϕ)

+1/4 Kbi,1 · t1 · sin2(2(θb − ϕ))

+1/4 Kbi,2 · t2 · sin2(2(θb − ϕ)) (4.11)

+1/4 Kbi,3 · t3 · sin2(2(θ3 − ϕ))

+Kind,1 · t1 · sin2(θb − ϕind)

+Kind,2 · t2 · sin2(θb − ϕind)

+Kind,3 · t3 · sin2(θ3 − ϕind)

+1/4 Kind,bi,1 · t1 · sin2(2(θb − ϕind))

+1/4 Kind,bi,2 · t2 · sin2(2(θb − ϕind))

+1/4 Kind,bi,3 · t3 · sin2(2(θ3 − ϕind))

+Kshape,1 · t1 · sin2(θb − ξ)

+Kshape,2 · t2 · sin2(θb − ξ)

+Kshape,3 · t3 · sin2(θ3 − ξ)

−JL,total cos(θ3 − θb)− JQ (cos2(θ3 − θb)

−Jeb cos(θ3 − γ)

4.1.3 GMR and Magnetization Characteristics

After minimizing the systems energy the angle pathes of magnetization for
the different layers as a function of the external field are known. They can
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be used to calculate the GMR characteristic and the magnetization loop
according to Eq. (2.51) and Eq. (2.63).

Following the introduced notation θI becomes θb and θII becomes θ3:

R(H)

R↑↑
= g · AF (H) = g · 1/2 [1− cos(θ3(H)− θb(H))] (4.12)

or in terms of the enhanced model

R(H)

R↑↑
=

1 + g

1 + g · cos2 θ3(H)−θb(H)
2

− 1 =
g

2
· 1− cos(θ3(H)− θb(H))

1 + g · cos2 θ3(H)−θb(H)
2

(4.13)

For the magnetization loop a term for the ferromagnetic buffer layer is added
to equation (2.63).

M(H) = 1
t1+t2+t3

((Msat,1 · t1 + Msat,2 · t2) · cos θb(H)

+Msat,3 · t3 · cos θ3(H)). (4.14)

4.1.4 Model for Other Stacking Sequences

Within the framework of the Robert Bosch GmbH Leitprojekt Magneto-Elek-
tronik 9 this model was extended to other stacking sequences. The results
given in appendix A include simple magnetic trilayers (A.1), doubled trilayers
(A.2), bottom spin valves (A.3) and a simple and an enhanced model for
multilayers (A.4 and A.5).

In chapter 5 the simulation procedure based on the simple model for a mul-
tilayer is used to estimate the influence of the shape anisotropy on the GMR
characteristic. A good example for the application of the simulation based
on the enhanced model for multilayers is given in [Sta03].

4.1.5 Simplifications for Vanishing Anisotropy

To extract first information on the interlayer coupling from a measurement
ongoing simplifications can be made. As an example this will be done for the
layer system of a trilayer.

9Supported by the German Ministry for Education and Research, BMBF, under grant
]13N73797/4
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Considering the case of vanishing anisotropy in all layers, we get Keff,1 =
Keff,2 = Keff,3 = 0. Vanishing anisotropy in antiferromagnetically coupled
systems leads to θ2 = −θ3 = θ. Then the total energy becomes:

Etotal/A = −µ0 · (Msat,1 · t1 + Msat,2 · t2 + Msat,3 · t3) ·H · cos θ

−JL cos(2 θ)− JQ cos2(2 θ) (4.15)

The minimization d
dθ

Etotal = 0 of the energy results in:

H(θ) = −2 cos θ · JL + 4JQ cos2 θ − 2JQ

µ0 M∗ tFM

, (4.16)

where M∗ is defined as

M∗ =
(Msat,buffer · tbuffer + Msat,bottom · tbottom + Msat,top · ttop)

tFM

(4.17)

and the average thickness of the ferromagnetic layers is given by

tFM =
(tbuffer + tbottom) + ttop

2
. (4.18)

When the system reaches saturation for H = Hsat, θ goes towards 0 and we
get:

Hsat = −2 · JL + 2JQ

µ0 M∗ tFM

(4.19)

Let us now introduce a mean coupling constant J∗ = JL + 2JQ, so the whole
equation can be simplified to

HSat = −2 · J∗

µ0 M∗ tFM

. (4.20)

For multilayers Eq. (4.20) has to be altered because of the coupling of each
ferromagnetic layer from both sides:

HSat = −4 · J∗

µ0 M∗ tFM

. (4.21)
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4.2 Simulation Program GMRSim

The extended Stoner-Wohlfarth’s model introduced in section 4.1 is now ap-
plied to simulate GMR-characteristics. As explained before the simulation
can be used to investigate measured characteristics, e.g. to determine cou-
pling constants etc. Furthermore it is a tool to design new systems showing
requested properties.

The simulation package GMRSim10 consists of the simulation kernel and a
user interface. The Fortran 90 source code of the kernel is given in ap-
pendix D.

At first the basic ideas of the simulation are given. Followed by a guide on
how to extract input parameters from measured characteristics.

4.2.1 Procedure of Simulation

The procedure to be followed is depicted in Fig. 4.4. Starting from mimimiz-
ing the energy the magnetization path and then the GMR-characteristic is
calculated.
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Figure 4.4: Procedure of the simulation.

In Eq. (4.11) the energy for a coupled and pinned trilayer is given. The en-
ergy terms for other stacking sequences are given in appendix A. The satura-
tion magnetization Msat,1, Msat,2, Msat,3, the anisotropy constants Kintrinsic,1,
Kintrinsic,2, Kintrinsic,3 for uniaxial and/or biaxial anisotropy, the constants
for induced anisotropy, Kind,1, Kind,2, Kind,3 the coupling constants JL,1, JQ,1

have to be known as well as the layer thicknesses t1, t2, t3, and ts1.

It is left to the user to enter the coupling constant manually or to use the
fit-formula given in Eq. (2.43).

10The package is available on the authors homepage www.tobias-hempel.de
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According to the presumptions for the application of the Stoner-Wohlfarth’s
model (section 4.1.1) the easy axes are assumed to be the same in one column
and equally distributed over the sample. Therefore the energy is calculated
for angles of the easy axis α from 1◦ to 180◦ in steps of 1◦. For a given field
value and magnetic configuration the two angles θI and θII are rotated until
a local minimum is found. In the case of the coupled and pinned trilayer the
angles are identical to θb and θ3, respectively.

Fig. 4.5 depicts the energy surface for a fixed easy axes with local and global
extrema.

The GMR characteristic and magnetization loop are calculated by means of
the AF-order parameter (see section 2.7.1) or the enhanced model (section
2.7.2). For output the GMR-effect and the magnetization loop are averaged
for all columns (according to the easy axis). For a given field Hi with the
index i and the GMR amplitude g the average over all easy axis indexed α
is calculated as follows:

∆R(Hi)

R↑↑
= g ·

∑180
α=1

1
2
[1− cos (θII,α(Hi)− θI,α(Hi))]

180
(4.22)

For the enhanced GMR model this equation becomes:

∆R(Hi)

R↑↑
=

∑180
α=1 g · 1 − cos2( 1

2 [θII,α(Hi)−θI,α(Hi)])
1 + g·cos2( 1

2 [θII,α(Hi)−θI,α(Hi)])

180
(4.23)

The magnetization is given in the next equation:

M(Hi) =

∑180
α=1

(Msat,1 t1+Msat,2 t2)·cos θI,α(Hi) + Msat,3 t3·cos θII,α(Hi)

t1+t2+t3

180
(4.24)

The averaged angle path depicts the magnetization reversal but must not be
used for further calculations.

θI(Hi) =

∑180
α=1 acos cos θI,α(Hi)

180
(4.25)

θII(Hi) = −
∑180

α=1 acos cos θII,α(Hi)

180
(4.26)

The adjustments to the different layer systems is given in section 4.1 and in
appendix A in detail.
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Figure 4.5: A comparison of the energy surface for different external
fields with the ease-axis at 45◦ to the external field. The minima for
ferromagnetic (F) and antiferromagnetic (AF) coupling are marked
(from [Sch00a]).
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4.2.2 Determination of Parameters

As there is a large set of parameters, it will always be possible to adjust
the parameters ‘nicely’ to a measured characteristic. This might be of no
physical meaning!

To ensure reliable data parameters, e.g. JL, JQ, K, have to be consistent
to a whole series. This we have to remember when applying the simula-
tion on coupled and pinned trilayers (section 4.4). For other systems this is
investigated in [Hüt02].

As a starting value the coupling constants can be estimated using Eq. (4.20)
or (4.21) for trilayers or multilayers, respectively. For the saturation magne-
tization values from appendix C can be used.

Since the AF-order parameter as defined in (2.51) or (2.62) only gives the
normalized effect the amplitude has to be taken from experimental data.

Some further hints for starting parameters you will find in appendix C. A
full list of all parameters for the simulation depending on the selected energy
function is given in appendix B.

4.3 Comparison to Lattice Calculations

Now the question arises why not available lattice calculation programs have
been used instead. Fig. 4.6 and Fig. 4.7 show the results for a simulation of
a Cu/Co-multilayer with MicroMagus11.

The calculations have been started with parameters which yield well accept-
able results for the characteristics calculated with GMRSim compared to
experimental data. The GMR characteristic adopted from lattice calculation
have not much in common with the measurements. The GMR was calculated
for each lattice point based on the model presented in 2.7.2. The difficulties
become obvious when we look on the results for the magnetization in some
detail.

In Fig. 4.8 we see a simulation for a magnetic trilayer in a lattice of 128×128
representing 500×500nm2. Details of the parameters are given in the figure’s
caption. We see the high influence of the shape borders. Therefore the results
of the calculation cannot be valid for real GMR structures of our experiments
having dimensions of centimeters down to several micrometers. Scaling the
lattice to a more realistic size is not suitable due to calculation time (several
weeks on a double processor personal computer).

11MicroMagus by D. V. Berkov and N. L. Gorn, Innovent e.V., ver. 3.25
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Figure 4.6: GMR characteristic calculated from lattice calculation
for three different coupling constants.
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Periodic boundary conditions might show a way out of this dilemma. But
the results presented in Fig. 4.9 for a lattice of 256×256 representing 1000×
1000 nm2 shows that this does not help either. We got the behavior of a
single domain of infinite size!

Anyway the simulation again depends on the input of realistic anisotropy
constants, saturation magnetization and interlayer coupling, which have to
be extracted from experimental values. For this data several simulations
have to be performed for each characteristic of a whole series as explained in
section 4.2.2. Therefore the problem of calculation time is multiplied. Also
the size of the field steps is critical as the system can be trapped in local
energy minima which might be skipped by to large intervals. To exploit the
advantages of lattice calculations a more realistic modelation of the interfaces
and including defects in the layer have to be included. One one hand this
requires dividing the single metallic films in several layers which then will
again increase the calculation time. On the other hand these information are
usually not available from the performed experiments.

So we can conclude that the simulation GMRSim based on an extension of
Stoner-Wohlfarth’s Model is a more feasible tool in the hand of an exper-
imentalist. The input from experimental results enables the determination
of proper anisotropy constants and testing of newly designed stacking se-
quences. The results are related to the sputter system used. The calculation
is fast and easy to handle.

The results in the next section (section 4.4) will confirm its validity.
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Figure 4.8: Lattice calculation with MicroMagus. The sim-
ulation refers to a magnetic trilayer of (Ni80Fe20)3.5 nm −
Co3.3 nm/Cu2.1 nm/Co3.7 nm, with saturation magnetizations of
820 kA/m and 1440 kA/m and crystallographic anisotropy con-
stants of 2.7 kJ/m3 and 4.5 kJ/m3 for NiFe and Co, respectively.
The interlayer coupling constant was set to −87 µJ/m2 for the
first AFCM, the exchange stiffness constant to 10−11 J/m. The
calculation was performed in a lattice of 128 × 128 representing
500× 500 nm2, the metallic films have not been divided in further
layers.
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Figure 4.9: Lattice calculation with MicroMagus. The simu-
lation again refers to a magnetic trilayer of (Ni80Fe20)3.5 nm −
Co3.3 nm/Cu2.1 nm/Co3.7 nm, with saturation magnetizations of
820 kA/m and 1440 kA/m and crystallographic anisotropy con-
stants of 2.7 kJ/m3 and 4.5 kJ/m3 for NiFe and Co, respectively.
The interlayer coupling constant was set to −18µJ/m2 for the sec-
ond AFCM, the exchange stiffness constant to 10−11 J/m. The
calculation was performed in a lattice of 256 × 256 representing
1000×1000nm2 but with periodic boundary conditions. Again the
metallic films have not been divided in further layers.
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4.4 Application of the Simulation to Coupled

and Pinned Trilayers

To get a deeper understanding of the different factors affecting the GMR char-
acteristics of interlayer coupled and pinned trilayers the simulation program
GMRSim is now applied to selected measurements of the series (Ni80Fe20)3.9 nm−
Co2.7 nm/Cut/Co2.7 nm/IrMn9.0 nm.

4.4.1 Determination of Input Parameters

The layer thicknesses have been determined on corresponding samples by
XRD (see section 3.4), the GMR amplitude were extracted from the mea-
surements.

For the simulation the saturation magnetization for Ni80Fe20 and Co were
taken from literature (e.g. [Boz51]) to 820kA/m and 1440kA/m, respectively.

As the anisotropy of the Ni80Fe20 buffer layer is of minor importance as
it is strongly coupled to the adjacent Co layer, the referring constants for
intrinsic and induced anisotropy K1 and Kind,1 are set to zero. In return the
related constants K2 and Kind,2 have been reduced. The simulation of various
characteristics also suggests that there is no major biquadratic anisotropy.
Therefore all corresponding parameters were set to zero.

The orange peel coupling has been calculated in based on a wavelength of
17.2 nm and an amplitude of 0.68 nm. These data have been adopted from
AFM measurements (section 3.8.1). For the given stacking sequence model
A as presented in section 2.6 has to be applied.

4.4.2 Characteristics and Evaluated Parameters

It is worth while to have a detailed look on the presented graphs to see the
nice match of measurement and simulation.

Table 4.1 shows the input parameters for the simulation as well as the ex-
tracted parameters.
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ts AGMR K2 K3 Kind,2 Kind,3 JL JQ Jeb Fig.

[nm] [%] [kJ/m3] [µJ/m2]

0.91 7.0 1.5 4.0 0.0 0.0 -180 -45 10 4.10
1.00 9.5 1.5 4.0 0.0 0.0 -180 -36 17 4.11
1.10 11.5 1.5 2.0 0.5 9.0 -12 0 47 4.12
1.30 11.0 0.5 1.5 1.5 9.0 25 0 47 4.13
1.55 10.6 0.5 1.5 1.5 9.0 29 0 47 4.14
1.65 10.2 0.5 1.5 1.5 9.0 18 0 47 4.15
1.83 10.6 0.5 1.5 2.0 10.0 2 0 67 4.16
1.88 10.2 0.5 1.5 1.5 9.5 -2 0 47 4.17
1.92 9.9 0.5 1.5 2.0 10.0 -6 0 52 4.18
2.07 9.7 0.5 1.5 1.5 9.0 -6 0 57 4.19
2.95 7.2 0.5 1.5 1.7 10.5 0 0 66 4.20

Table 4.1: Spacer layer thickness ts and GMR-amplitude AGMR

were given to the simulation. Values for the anisotropy and cou-
pling constants were adjusted to yield meaningfull results to the
full series.

4.4.3 Interpretation of the Results

Now we will see if these results support the statements of section 3.7 which
were only based on the pure GMR characteristics.

There the interlayer coupling in the first AFCM was estimated to−200µJ/m2.
For the simulation best results were obtained for −180 µJ/m2 which is in
good agreement considering the fact that the estimation neglects anisotropy
completely (Fig. 4.10 and 4.11. Furthermore the statement that the opti-
mal thickness for maximal antiferromagnetic interlayer coupling and highest
GMR amplitude (Fig. 4.12) do not coincident is unambiguously approved.

Also the quite unusual GMR characteristics for spacer layer thicknesses be-
tween first and second AFCM are well reproduced by the simulation (Fig.
4.13, 4.14, and 4.15). The angle pathes confirm the statement that for de-
creasing fields the free bottom layer follows immediately the pinned layer so
that no antiparallel alignment is reached and ∆R(H) Rsat keeps at zero.

The simulation data determine the fact that the amplitude of the interlayer
coupling decreases rapidly with increasing spacer layer thickness. For JL we
yield another ferromagnetic coupling maximum at about tCu = 1.92 nm (see
Fig. 4.18) which is only of minor influence to the GMR characteristic which
at this thickness is more and more determined by anisotropy and exchange
bias, the so called spin valve behavior. The simulation for tCu = 2.95 nm
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(Fig. 4.20) shows that the GMR effect not necessarily needs any interlayer
coupling.

In addition the results demonstrate that the IrMn layer not only induces an
exchange bias but induces a dramatic anisotropy on the adjacent ferromag-
netic layer, the better the lower the interlayer coupling. A minor addition of
induced anisotropy can be attributed to the magnetic mask during the sput-
tering process, also resulting in a small induced anisotropy for the bottom
magnetic layer.
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Figure 4.10: Spacer layer thickness ts = 0.9nm, data for simulation:
K2 = 1.5 kJ/m3, K3 = 4.0 kJ/m3, Kind,2 = 0.0 kJ/m3, Kind,3 =
0.0 kJ/m3, JL = −180 µJ/m2, JQ = −45 µJ/m2, Jeb = 10 µJ/m2,
AGMR = 7.0%
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Figure 4.11: Spacer layer thickness ts = 1.0nm, data for simulation:
K2 = 1.5 kJ/m3, K3 = 4.0 kJ/m3, Kind,2 = 0.0 kJ/m3, Kind,3 =
0.0 kJ/m3, JL = −180 µJ/m2, JQ = −36 µJ/m2, Jeb = 17 µJ/m2,
AGMR = 9.5%
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Figure 4.12: Spacer layer thickness ts = 1.1nm, data for simulation:
K2 = 1.5 kJ/m3, K3 = 2.0 kJ/m3, Kind,2 = 0.5 kJ/m3, Kind,3 =
9.0 kJ/m3, JL = −12 µJ/m2, JQ = 0 µJ/m2, Jeb = 47 µJ/m2,
AGMR = 11.5%
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Figure 4.13: Spacer layer thickness ts = 1.3nm, data for simulation:
K2 = 0.5 kJ/m3, K3 = 1.5 kJ/m3, Kind,2 = 1.5 kJ/m3, Kind,3 =
9.0kJ/m3, JL = 25µJ/m2, JQ = 0µJ/m2, Jeb = 47µJ/m2, AGMR =
11.0%
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Figure 4.14: Spacer layer thickness ts = 1.55 nm, data for sim-
ulation: K2 = 0.5 kJ/m3, K3 = 1.5 kJ/m3, Kind,2 = 1.5 kJ/m3,
Kind,3 = 9.0kJ/m3, JL = 29µJ/m2, JQ = 0µJ/m2, Jeb = 47µJ/m2,
AGMR = 10.6%
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Figure 4.15: Spacer layer thickness ts = 1.65 nm, data for sim-
ulation: K2 = 0.5 kJ/m3, K3 = 1.5 kJ/m3, Kind,2 = 1.5 kJ/m3,
Kind,3 = 9.0kJ/m3, JL = 18µJ/m2, JQ = 0µJ/m2, Jeb = 47µJ/m2,
AGMR = 10.2%
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Figure 4.16: Spacer layer thickness ts = 1.83 nm, data for sim-
ulation: K2 = 0.5 kJ/m3, K3 = 1.5 kJ/m3, Kind,2 = 2.0 kJ/m3,
Kind,3 = 10.0kJ/m3, JL = 2µJ/m2, JQ = 0µJ/m2, Jeb = 67µJ/m2,
AGMR = 10.6%
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Figure 4.17: Spacer layer thickness ts = 1.88 nm, data for sim-
ulation: K2 = 0.5 kJ/m3, K3 = 1.5 kJ/m3, Kind,2 = 1.5 kJ/m3,
Kind,3 = 9.5 kJ/m3, JL = −2 µJ/m2, JQ = 0 µJ/m2, Jeb =
47 µJ/m2, AGMR = 10.2%
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Figure 4.18: Spacer layer thickness ts = 1.92 nm, data for sim-
ulation: K2 = 0.5 kJ/m3, K3 = 1.5 kJ/m3, Kind,2 = 2.0 kJ/m3,
Kind,3 = 10.0 kJ/m3, JL = −6 µJ/m2, JQ = 0 µJ/m2, Jeb =
52 µJ/m2, AGMR = 9.9%
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Figure 4.19: Spacer layer thickness ts = 2.07 nm, data for sim-
ulation: K2 = 0.5 kJ/m3, K3 = 1.5 kJ/m3, Kind,2 = 1.5 kJ/m3,
Kind,3 = 9.0 kJ/m3, JL = −6 µJ/m2, JQ = 0 µJ/m2, Jeb =
57 µJ/m2, AGMR = 9.7%
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Figure 4.20: Spacer layer thickness ts = 2.95 nm, data for sim-
ulation: K2 = 0.5 kJ/m3, K3 = 1.5 kJ/m3, Kind,2 = 1.7 kJ/m3,
Kind,3 = 10.5kJ/m3, JL = 0µJ/m2, JQ = 0µJ/m2, Jeb = 66µJ/m2,
AGMR = 7.2%
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4.4.4 Comparison to RKKY-like Interaction

First data for the interlayer exchange coupling in interlayer coupled and
magnetic trilayers were presented in section 3.7. These were calculated by
means of Eq. 4.20 which is only valid for vanishing anisotropy. See section
4.1.5 for details. So the application for GMR characteristics beyond the first
AFCM is questionable.

The simulation provided us with more reliable data for the interlayer coupling
constant JL , which will now be compared with the theoretical dependence of
JL to the spacer layer thickness ts. Reducing Eq. 2.43 to one critical vector
and adding an exponential term so as to consider possible diffuse scattering
within the spacer layer (see section 2.4.5) we yield:

JL(ts) =
J0

t2s
sin

(
2π

Λ
· ts + φ

)
exp

(
− ts

λ0

)
(4.27)

The GMR amplitude decreases rapidly at about 0.9 nm for further decreas-
ing spacer layer thickness although the maximum of the first AFCM is not
passed. Here defects (pin holes) and orange peel coupling give rise to a strong
ferromagnetic coupling which is not described by the RKKY-like interaction.
Therefore we have no reliable data point for the maximum interlayer coupling
(due to RKKY-like interaction) for the first AFCM.

The high ferromagnetic coupling between first and second AFCM suppresses
the GMR effect from 1.3 nm to 1.6 nm. Here the highest values of the
ferromagnetic coupling has to be assumed but GMR measurements are not
sensitive to this effect.

In the second AFCM the amplitude has decreased already drastically. How-
ever an interval of ferromagnetic coupling at about tCu = 1.9 nm can be
determined before a third AFCM is developed.

Due to this limitations a meaningful fit based on (4.27) and the data is
not possible. Fig. 4.21 shows the JL(ts)-graph for J0 = 400 µJ/m2, Λ =
1.1 nm, φ = −0.7 and λ0 = 0.9 nm with the results of the simulation. A
single oscillation period of about 1.1nm corresponds well with the theoretical
prediction of for Cu (111) as discussed in section 2.4.3.
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Figure 4.21: Comparison of model and simulation for JL(ts) for the
system (Ni80Fe20)3.9 nm − Co2.7 nm/Cut/Co2.7 nm/IrMn9.0 nm. The
parameters are given in the text.

4.5 Conclusion

In this chapter a new model for the magnetization reversal in layered GMR
systems was presented (section 4.1). It is an extension of a model by E. C.
Stoner and E. P. Wohlfarth which has been applied to layered magnetic
devices for the first time by H. Holloway and D. J. Kubinski. A large number
of further extensions and adjustments have been carried out to fulfill new
demands.

Based on this model a new simulation procedure was proposed section 4.2
and implemented in the simulation program GRMSim. The comparison to
available programs based on micro magnetic simulations (section 4.3) showed
impressively that the simulation tool GMRSim is a more feasible tool in the
hand of an experimentalist. The input from experimental results enables the
determination of proper anisotropy constants and testing of newly designed
stacking sequences within an acceptable time period.

The application of GMRSim to interlayer coupled and pinned trilayers (sec-
tion 4.4) proofed the explanatory power of the new simulation tool. The
results confirmed the statements concerning the GMR system under investi-
gation presented in the previous chapter (chapter 3). It provided us with a
deeper understanding of the influence of crystalline and induced anisotropy,
exchange bias, and interlayer coupling (section 4.4.4) on the GMR charac-
teristic.
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Chapter 5

New Sensor Concepts –
Application of the Gained
Knowledge

This chapter reports on the cooperation with HL Planartechnik GmbH, Dort-
mund, within the framework of the Robert Bosch GmbH Leitprojekt Magneto-
Elektronik. Aim of the project is the transfer of laboratory results to the
MST12 production of a medium sized company. Knowledge in the following
areas is of special interest:

• Determination of the optimal materials and stacking sequences.

• Simulation of GMR characteristics prior to the experimental realization
based on input parameters from a large set of experimental data. The
simulation tool GMRSim is here especially valuable to realize customer
specific characteristics.

• Experience in preparation parameters and pinning techniques.

The results of the fundamental research on interlayer coupled magnetic tri-
layers and the experimental and theoretical analyzing techniques as reported
in the previous chapters is now used to address new concepts for sensors.

5.1 Introduction

The most common sensing circuit in electrical sensors measuring resistance
is the Wheatstone bridge13. Its basic configuration is shown in Fig. 5.1. In

12Micro System Technology
13Proposed by Ch. Wheatstone in 1843
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Hext

supply voltage Uin

output 
voltage 
Uout

R1 R4

R3R2

Figure 5.1: Scheme of the use of a Wheatstone bridge in a magnetic
sensors. The resistance of the equally colored resistors should be
identical.

an ideal system the resistance of one pair of resistors depends on an external
field whereas the two other do not reply to any magnetic field. For other
physical influences such as temperature, deterioration or electrical fields the
answer of all resistors should be identical. This assures a sensor which is
solely sensitive to the signal in question, the external magnetic field.

For sensors based on GMR different concepts have been proposed and realized
beforehand:

Magnetic shielding: Two resistors placed on opposite branches of the bridge
are shielded by a metal layer of high permeability, e.g. Ni80Fe20. This
is the common technique for sensors based on the AMR-effect.

Alternating pinning direction: Instead of defining the pinning direction
during a heat treatment in a magnetic field after the coating pro-
cess, the pinning layer can be aligned during the sputtering process
as demonstrated in chapter 3. So by producing every second sensor
element in a second run with the magnetic field turned by 90◦ in the
layer plane a chess board structure is realized.

Consecutive modification of the pinning direction: The alignment of
the pinning layer is turned by 90◦ for two corresponding branches of the
bridge consecutive to the sputtering process, e.g. by ion implantation
[Fas03].

Here a completely different aspects has to be taken into consideration. From
an economic point of view it is not reasonable for small and medium-sized
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enterprises to operate their own sputtering plants, which are suitable for
GMR elements. On the other hand institutes and universities do not have
sufficient capacities in the structuring and housing processes as well as in
the added electronics. Therefore it would be highly desirable to develop a
process in which structuring, sputtering, connection to electronics (SMT),
and housing are well separated.

This excludes the first two of the concepts specified above. The third concept
is quite cost-intensive and has not been proven to be resistant against ageing.

In the course of the cooperation with HL Planartechnik two new concepts
have been proposed and thoroughly investigated.

Exploitation of shape anisotropy: For very small GMR structures it is
much easier to change the magnetization, when the field is applied
parallel to the lines of the sensor element then for normal alignment
(see section 5.3).

Heat treatment: When two corresponding branches are locally heated by
an electric current through the sensor element, diffusion of the metallic
layers makes these elements much less sensible to the magnetic field
then the untreated segments (see section 5.5).

5.2 Answer of a Wheatstone Bridge

When a Wheatstone Bridge is connected to a supply voltage Uin as given in
Fig. 5.1 the ratio of the output voltage Uout to Uin is given by

Uout

Uin

=
R1

R1 + R2

− R4

R3 + R4

=
R1R3 − R2R4

(R1 + R2)(R3 + R4)
. (5.1)

If the resistors Ri are changed by ∆Ri and assuming that ∆Ri is much smaller
than Ri Eq. (5.1) becomes

Uout

Uin

=
1

4

(
∆R1

R1

− ∆R2

R2

+
∆R3

R3

− ∆R4

R4

)
. (5.2)

If we further assume that the basic resistance is identical for all sensors and
equal to R, that the resistance of the reference resistors R2 and R4 is not
changed (∆R2 = ∆R4 = 0) and that the change of the resistors 1 and 3 is
identical (∆R1 = ∆R3 = ∆R13) Eq. (5.2) can be further simplified to yield:
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Uout

Uin

=
1

2

∆R13

R
(5.3)

This shows that the signal amplitude of a Wheatstone bridge reduces the
original signal to half its amplitude but therefore eliminates disturbing noise
due to temperature variation, additional electric and magnetic fields and so
on depending on its layout details.

5.3 Exploitation of Shape Anisotropy

5.3.1 Initial Considerations

Before designing test structures it has to be evaluated in which range of line
widths shape anisotropy might be relevant. Here two plots will be presented
to demonstrate the applicability of the simulation program GMRSim (see
chapter 4). The GMR characteristic of a NiFe2.1 nm/{Cu0.37 nm/NiFe1.6 nm}20-
multilayer was calculated and compared to a related measurement (Fig. 5.2).
In a second step the line widths in the simulation was consecutively reduced
to 0.5 µm. See Fig. 5.3 for details.

The results suggest that shape anisotropy becomes important for structure
sizes below 10 µm. On the other hand a simple and therefore cost-saving
mask technique can only be used for line widths of about 1 µm and above.
Therefore we decided for test structures of 100 µm down to 1 µm.

5.3.2 Test Structures

The structures were produced from GMR trilayer systems with laser lithog-
raphy in a lift-off process. One element consists of two meanders, whose lines
were turned by 90◦ to each other. The line widths was varied from 100 µm
to 1 µm. See figures 5.4 and 5.5 for details.

The meanders produced by lift-off technique show in SEM pictures, e.g. Fig.
5.5, a well defined line structure. The effective line widths is given by the
nominal line widths plus 1.9µm due to the photoresist. After optimizing the
structuring process with reference to the line widths and edge quality using
a different photoresist the offset was reduced to 0.7 µm.
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Figure 5.2: Measured and simulated GMR characteristic of a
NiFe2.1 nm/{Cu0.37 nm/NiFe1.6 nm}20-multilayer.
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Figure 5.3: Simulation of the GMR characteristic for the
NiFe2.1 nm/{Cu0.37 nm/NiFe1.6 nm}20-multilayer with consecutively
reduced line widths.
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Figure 5.4: The design of the elements, each consisting of two me-
anders rotated by 90◦ to each other. At both ends two pads have
been added to allow for contacting current and voltage for a four
point resistance measurement, an extra voltage contact was added
between the to meanders to allow for separate measurements of a
single meander.

Figure 5.5: The used meander structure in the SEM picture.
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nominal width effective width absolute resistance sheet resistance
[µm] [µm] [kΩ] [µΩm]

1 1.7 430 0.30
2 2.7 284 0.32
5 5.7 134 0.31

10 10.7 68 0.30
20 20.7 36 0.31
50 50.7 16 0.33

100 100.7 8 0.32

Table 5.1: Absolute and sheet resistance of the meanders as func-
tion of the line width.

5.3.3 Measurement of Resistance

The absolute resistance was determined for an element length L of 33mm.
The sheet resistance was calculated for a hight h of 13.6nm and the effective
width w.

Rsheet =
h · b ·Rabs

L
(5.4)

Table 5.1 gives the measured and calculated values. The results for the sheet
resistance confirm a good layer and structuring quality.

5.3.4 Measurement of GMR Characteristics

The used trilayer system was NiFe3.3 nm−Co4.2 nm / Cu2.4 nm / Co3.7 nm with
an original GMR-effect of about 8%. The measurements of the test elements
were performed in a four point geometry for three combinations of connection
(see Fig. 5.6 for details):

total: Measurement of the whole structure.

top: Measurement of the top meander.

bottom: Measurement of the bottom meander so that the two character-
istics ‘top’ and ‘bottom’ belong to meander lines which are aligned
normally to each other.

Each measurement was done for the external magnetic field Hext applied in 0◦

direction with Hmax = 150 Oe and in 90◦ direction with Hmax = 250 Oe and



106 CHAPTER 5. NEW SENSOR CONCEPTS

100
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Figure 5.6: Sketch of measurement geometry.

therefore parallel to the lines of the top and bottom meander, respectively.
This results in six measurements for each test element.

When regarding the characteristics for a line widths of 100 µm (Fig. 5.7) we
see that the shape depends on the direction of the external field, but not
on the alignment of the meander with reference to the external field. This
becomes more obvious when the same data are sorted differently as in Fig.
5.8.

The shape anisotropy becomes important for structure sizes below 10µm. In
Fig. 5.9 the results for the 5 µm test structure are given as an example.

5.3.5 Results

For a structure size larger than 10 µm there are no significant differences for
top and bottom meander of the test structure as far as effect amplitude, sen-
sitivity, saturation magnetization or hysteresis are concerned. On the other
hand there is an obvious alteration in the characteristic when the external
field is rotated by 90◦ for both meanders. This cannot be attributed to shape
anisotropy, but is a clear evidence for an uniaxial in-plane anisotropy, which
was induced during the sputtering process although no external field was
applied on purpose.

For line widths below 10µm we have to state in general that GMR amplitude
and sensitivity decrease, saturation field and hysteresis increase with further
decreasing structure sizes. As example see Fig. 5.10 for the parameters of
the top meander.

For the smallest line widths under investigation the influence of shape an-
isotropy becomes important. GMR amplitude, crossover and saturation field
are higher for normal alignment of current (lines of meander) and external
field as for parallel alignment.
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Figure 5.7: GMR characteristic of a meander with a line width of
100 µm, sputtered without an external field.
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Figure 5.8: GMR characteristic of a meander with a line width of
100 µm, sputtered without an external field. Alternative plot of
data presented in Fig. 5.7.
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Figure 5.9: GMR characteristic of a meander with a line width of
5 µm, sputtered without an external field.
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widths for the top meander. Samples sputtered without an external
field.
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5.3.6 Enhancement of Sputter Anisotropy

The results presented above can be made more obvious when the anisotropy
induced during the sputtering process is enhanced. An additional external
field in the 0◦ direction is applied during the deposition process by means of
a magnetic mask (see Fig. 3.5).

The characteristic parameters effect amplitude, sensitivity, saturation magne-
tization and hysteresis are plotted in Fig. 5.11. The general trend is identical
to the results presented in 5.3.5. Significant is the higher GMR amplitude
and sensitivity for these samples.

The difference for top and bottom meander is presented here exemplary for
the 1 µm test element in Fig. 5.12.
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Figure 5.11: GMR amplitude, sensitivity, saturation magnetization
and external field at maximum amplitude as function of the line
widths for the top meander. Samples sputtered in an external field.
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5.4 Optimized Test Structures

To conclude the investigations on shape anisotropy and for further investiga-
tions reported below a wafer process for GMR test structure was developed
following the AMR process which is well established at HL Planartechnik.
Therefore the structuring process was done at HL Planartechnik, the GMR
layers where developed and sputtered at the University of Bielefeld.

5.4.1 Processes

Sets of masks where produced for three processes, so that different realiza-
tions of Wheatstone bridges could be tested. The processes are sketched in
Fig. 5.13.

Process 1: We start with the deposition and structuring of pads, immedi-
ately followed by the GMR layers. It has to be checked that the surface
of the substrates is not altered during the first step, so that the GMR
characteristic keeps unchanged. The structuring of the GMR layers is
done by conventional dry etching. In the next step we add feed lines by
lift-off technique. This conserves the GMR layers as the photo resist
can be removed with acetone or a not too aggressive remover. Finally
we passivate the wafer and open the pads.

Process 2: This process differs from process 1 in an additional step for a
second GMR layer. That gives us the possibility to deposit two GMR
layers with different reference directions.

Process 3: Here two different pinning layers can be realized.

Besides marks for adjustments the set of masks included 16 different test
elements from simple test stripes two complete GMR sensors. For examples
see Fig. 5.14.

By means of test samples it can be stated that the GMR amplitude is not
altered during this production process.
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Process section Process 1 Process 2 Process 3

(1) Cracks

Etching of cracks

(2) Pads

Depostion and structuring of pads

(3) GMR layer system

Depostion of GMR layers
GMR GMR

  (3.1) GMR layer system 1

   Deposition of GMR(1) and lift-off

  (3.2) GMR layer system 2

   Depostion of GMR(2) and lift-off

(4) GMR structures

Structuring of GMR layers

  (5.1) AF 1

   Deposition of AF(1) and lift-off

  (5.2) AF 2

   Depostion of AF(2) and lift-off

(6) Leads

Depostion of leads photo resist photo resist photo resist

  (6.1) Leads

   lift off for leads

(7) Passivation

Depostion of passivation layer, opening passivation layer passivation layer passivation layer

Figure 5.13: Three processes for structuring test wafers.
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Figure 5.14: Different test structures on the mask set.

5.5 Interdiffusion by Local Heat-Treatment

To yield a bridge circuit on a completely processed wafer a local annealing
treatment on two of the four branches of the bridge was considered. Aim
of the investigation was to determine if it is possible to yield an irreversible
change in the GMR amplitude of two of the four resistors of the bridge
without altering the overall resistance.

5.5.1 Realization

A capacitor of C = 10µF was discharged via a stripe of 10× 200µm2 on the
GMR test mask (see section 5.4). The resistance of the stripe of about 60 to
70Ω and a series resistance of 33Ω result in a time constant τ of about 1ms.
The energy released in the stripe was estimated according to E = 1/2 C U2,
where 1/3 of the energy was released in the series resistance.

In the first series the stripe was exposed to single pulses of increasing charging
voltages of the capacitor. After every pulse the GMR characteristic was
measured. This process was continued until the stripe was burned out. In a
second series salvoes of 20 pulses with a delay of 1 s were given on the test
structure.

As reference a second, not heated stripe of 50 × 990 µm2 on the same test
chip was measured.
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Figure 5.15: GMR amplitude and resistance as function of the pulse
energy for the NiFe− Co2.1 nm/{Cu1.6 nm/Co2.1 nm}20-multilayer.

5.5.2 Results on Cu/Co-Multilayers

For single pulses the element consisting of a NiFe − Co2.1 nm/{Cu1.6 nm/
Co2.1 nm}20-multilayer was destroyed when the energy reached about 1 µJ .
During the salvo with a pulse energy of 0.8µJ the second stripe was destroyed.
We yield a destroying energy density of 0.4 to 0.5 µJ/µm2.

The GMR amplitude of the Cu/Co-multilayer was permanently altered. Note
that at the beginning the amplitude increases by 3 to 5% of the original effect
amplitude (Fig. 5.15). For higher pulse energies the amplitude decreases.
But before the GMR effect vanishes completely the stripes are demolished,
independently of whether they were heated with single pulses or salvoes of
20 pulses (Fig. 5.16).

The destruction of the stripes occurred in very small regions. This suggests
that it came to a local overheating due to a small constriction. A temperature
depending increase in resistance results in an increasing power loss which
again results in excessive heat. At this hotspots it came to a melting of
the GMR layers, most probably accompanied by an oxidation process and
therefore to a complete destruction of the test element.
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single pulses salvoes of 20 pulses

Figure 5.16: Hotspots on the Cu/Co-multilayer.

5.5.3 Results on Cu/NiFe-Multilayers

For Cu/NiFe-multilayers the time constant τ can be calculated to 2 ms for a
stripe resistance of 150 Ω and a series resistance of 33 Ω. As for the Cu/Co-
multilayers we carried out two series, one with single pulses and a second
with salvoes of 20 pulses.

An initial increase in the GMR amplitude was as well observed before it
started to decrease (Fig. 5.17 and 5.18). The resistance and the GMR am-
plitude of the not heated reference element remained unchanged.

Note the astonishingly high stability against single pulses. For the first time
the GMR amplitude could be almost completely eliminated before hotspots
arose. This might be explained by the much longer time constant of the
pulses due to the higher resistance of the test stripe. Heat capacity and heat
conductivity of the material surrounding the stripe reduce the probability of
developing hotspots.

5.5.4 Perspective for Local Annealing

The investigation demonstrate that GMR-bridges can be realized in principal
by local annealing. As a conclusion and as design rules for GMR bridges
processed by local annealing we can state:

• To prevent the formation of hotspots only straight, evenly wide GMR
stripes connected by well conducting bridges should be used. Ends
of meanders from GMR material will presumably form starting points
for hotspots due to partially high current densities. To yield equally
distributed current densities it is advisable to use as broad stripes as
possible because of geometrical irregularities due to the patterning pro-
cess.
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Figure 5.17: Change in GMR amplitude and resistance as function
of the pulse energy for the Cu/NiFe-multilayer for single pulses.
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Figure 5.18: GMR amplitude and resistance as function of the pulse
energy for the Cu/NiFe-multilayer for salvoes of 20 pulses.
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• If the distances between two stripes is small compared to their widths
very short impulses and long delay times should be used. So the inner
area of the meander won’t reach much higher temperatures as the outer
region.

• There must be a safety margin between annealed and uninfluenced
structures which should be at least as wide as some normal distances
of meanders.

In Fig. 5.19 the characteristic of a whole Wheatstone bridge is plotted for
two different stacking sequences of the GMR system. For this simple test
structure the output voltage is doubled compared to a similar bridge based
on AMR technology.
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Figure 5.19: GMR characteristics of Wheatstone bridges of test
stripes of 8 × 2 µm2: (a) NiFe/{Cu1.3 nm/NiFe1.7 nm}10, (b)
NiFe/{Cu1.3 nm/NiFe1.7 nm}20. The magnetic field was directed
normal to the stripes.



5.6. DEMONSTRATOR DEVICE FOR GMR SENSORS 121
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AMR sensor

Figure 5.20: Sketch of the demonstrator device for GMR- and AMR
sensor.

5.6 Demonstrator Device for GMR Sensors

To show the advantages of GMR sensors to AMR sensors used today a demon-
strator device was constructed. It consists of an AMR and a GMR sensor
mounted on a movable slab to vary the distance to a rotating cylinder with
magnets. The output signal of the sensors is electronically processed and
displayed on a diode array. See Fig. 5.20 for a sketch of the design and Fig.
5.22 for a photo of the demonstrator device.

After the wafer was fully processed the sensor elements were separated,
mounted on ceramic substrate, and the pads bonded to feed lines (Fig. 5.21).

Figure 5.21: Mounted GMR sensor element.

The GMR sensor yields reliable results for distances of several centimeters
between the sensor element and the rotating magnets, whereas the AMR
sensor only responds for distances of less than two centimeters. The GMR
sensor also provides for a simple way to measure the field strength.
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Figure 5.22: Photo of demonstrator device for GMR- and AMR
sensor.
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Chapter 6

Summary

Since the late 1980’s there has been an enormous research on stacks of thin
layers of ferro- and paramagnetic metals triggered by the discoveries of inter-
layer coupling [Grü86] and its oscillatory behavior regarding the spacer layer
thickness ([Bai88] and [Par90]). The discovery of the giant magneto resis-
tance (GMR) effect ([Bai88] and [Bin89]) and all related effects underlined
the high application potential of these new multilayer systems. All this came
along with improved deposition, especially sputtering devices, and investiga-
tion methods capable of producing, controling and examining thin films of
only a few nanometers.

Although GMR multilayers have already found their way into automotive
sensor technology and into leading-edge hard disk drive products there are
still many unsolved questions on both ends of the technological span:

This thesis successfully addresses on one hand the basic understanding of
the oscillatory behavior in one of the simplest stacking sequences combining
interlayer exchange coupling and exchange bias, the interlayer coupled and
pinned magnetic trilayer (chapter 3). Here the results definitely respond to
the question about the existence of a lower limit of about 2 nm below which
no antiferromagnetic alignment can be realized in spin valve structures. On
the other hand the transfer of laboratory results to a MST production line
is investigated, especially the cost saving realization of a Wheatstone bridge
(chapter 5).

A special feature of this thesis is the introduction of a new simulation tool for
GMR characteristics (chapter 4). Its applicability to understand experimen-
tal results was demonstrated as well as its capability to predict characteristics
of newly designed stacking sequences and other application related questions.
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Theory

Of course, a theoretical chapter in a thesis to giant magneto resistance would
not be complete without a review on magnetic parameters and their units
(section 2.1), GMR-effect (section 2.2), magnetic anisotropy (section 2.3),
interlayer exchange coupling (section 2.4), and exchange bias (section 2.5).
Beyond this, important basics for the model implemented in the simulation
tool have been extracted, e.g. the relevant contributions of anisotropy and
fitting equations for the interlayer coupling.

Already at this point it could also be pointed out that the stacking sequence
NiFe − Co/Cu/Co/IrMn is an ideal test system (section 2.2.3): Bulk Co
shows a high spin asymmetry. The Co/Cu-interface acts as an optimal spin
filter because the good band matching for Cu and the majority-spin electrons
of Co results in a high transmission, whereas a large band mismatch for Cu
and the minority spins in Co implies a poor transmission. The immiscibility
of Cu and Co results in a reduced intermixing at the interfaces, which is
favorable for high GMR amplitudes. And finally there is an optimal lattice
match of NiFe, fcc− Co and Cu reducing spin independent scattering.

Furthermore existing models for orange peel coupling (section 2.6) and for
the calculations of GMR(H) and M(H) (section 2.7) have been adjusted for
the needs of the simulation and for the discussion of results. Finally a phe-
nomenological law for M(H)-characteristics based on results of Stearns was
developed (section 2.8).

Experiments and Discussion on Interlayer Coupled and Pinned
Magnetic Trilayers

The simplest stacking sequence for top spin valves of the type (Ni80Fe20)−
Co/Cu/Co/IrMn was thoroughly studied. After determining the ideal thick-
ness of the ferromagnetic layers (section 3.6) the Cu spacer layer was varied
from 0.8 nm to 9.7 nm (3.7).

The evolution of the characteristics and their GMR-amplitude are an un-
ambiguous evidence of the role the interlayer exchange coupling has in this
system. It shows oscillatory behavior with a first and second antiferromag-
netic coupling maximum (AFCM) for spacer layer thickness of about 1.0 nm
and 2.1 nm, respectively. Considerably high GMR effect amplitudes up to
11.5% in the first and 10.6% in the second AFCM have been determined.
The ferromagnetic coupling between the two AFCM suppresses the GMR ef-
fect completely for the corresponding spacer layer thickness of about 1.4nm.
The determination of the saturation magnetization allowed for a rough es-
timation of the interlayer exchange coupling (e.g. about 200 µJ/m2 for the
first AFCM).
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Obviously we could definitely prove wrong the generally observed critical
spacer layer thickness of about 2nm for copper [Die91a], [Rij94] below which
the GMR effect rapidly drops to zero. An antiparallel alignment was achieved
for spacer layer thicknesses down to 0.9 nm.

Structural analysis (section 3.8) showed that the samples under investigation
feature an extraordinary smoothness at their interfaces with an RMS-value
less than 0.24nm. This causes the RKKY-like interlayer coupling to dominate
the ferromagnetic orange peel coupling and/or pin holes. The average grain
size was determined to 5.7 ± 2.5 nm with no in plane texture suggesting a
statistical distribution of the grains in the layer plain.

Magnetic measurements (section 3.9) and their analysis by means of a phe-
nomenological law as presented in section 2.8 gave an insight in the magne-
tization process and its implications for the ∆R/R-characteristic. It allowed
for the determination of the switching points and provided a very good qual-
itative understanding of the GMR behavior.

The comparison of the former series of unpinned trilayers [Hem00] with the
new measurements of pinned trilayer (section 3.10) shows coherent results.

Two aspects can be regarded as advantages for application: The overall
thickness of the stack is only about 20nm, resulting in a high resistance, and
only very few parameters have to be considered for a production process due
to the simplicity of the system. The zero field sensitivity reaches values up
to 33 %/mT for tCu = 1.86 nm and can easily be tailored.

All results presented on magnetic trilayers are in good agreement and quali-
tatively well understood, based on a long term experience in GMR realization
and interpretation. To get a deeper understanding and allow for a quantita-
tive analysis of the interlayer coupling, anisotropy and exchange bias without
excessive experimental efforts a new tool was developed.

Simulation of the GMR-Characteristics

In chapter 4 a new model for the magnetization reversal in layered GMR sys-
tems was presented (section 4.1). It is an extension of a model by E. C. Stoner
and E. P. Wohlfarth which has been applied to layered magnetic devices for
the first time by H. Holloway and D. J. Kubinski. A large number of further
extensions and adjustments have been carried out to meet new demands.

Based on this model a new simulation procedure was proposed (section 4.2)
and implemented in the simulation program GRMSim. The comparison to
available programs based on micro magnetic simulations (section 4.3) showed
impressively that the simulation tool GMRSim is a more feasible tool in the
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hand of an experimentalist. The input from experimental results enables the
determination of proper anisotropy constants and testing of newly designed
stacking sequences within an acceptable time period. The results are related
to the sputter system used and the simulation tool is easy to handle.

The application of GMRSim to interlayer coupled and pinned trilayers (sec-
tion 4.4) proofed the explanatory power of the new simulation tool. The
results confirmed the statements concerning the GMR system under investi-
gation presented in chapter 3. The obtained data provided us with a deeper
understanding of the influence of crystaline and induced anisotropy, exchange
bias, and interlayer coupling (section 4.4.4) on the GMR characteristic.

New Sensor Concepts – Application of the Gained Knowledge

Chapter 5 finally reports on the cooperation with HL Planartechnik GmbH,
Dortmund, within the framework of the Robert Bosch GmbH Leitprojekt
Magneto-Elektronik. The aim of the project was the transfer of laboratory
results to the MST production of a medium sized company.

The central point was to propose a cost saving realization of a Wheatstone
bridge, if possible in a single photolithography and coating process. The
investigation demonstrated that GMR-bridges can be realized in principal as
well by taking advantage of the shape anisotropy as by local annealing.

To show reliable changes in the GMR characteristic for normal and perpen-
dicular orientations of the meander structure with reference to the external
field line widths below 2 nm should be designed. This might be a killer cri-
teria as this is the lower limit for simple mask lithography nowadays used as
standard process in sensor production.

Quite promising are the results for local annealing: For a Cu/NiFe-multilayer
the GMR amplitude could be almost completely eliminated before hotspots
arose. The resistance and the amplitude of the non-heated reference element
remained unchanged. Based on these results design rules for GMR bridges
were proposed (section 5.5.4).

As a special highlight a prototype was assembled as a demonstrator to show
the advantages of GMR to standard AMR sensors.

This thesis definitely contributes to the understanding of GMR and the re-
lated coupling phenomena as well as providing experimentalists with a valu-
able tool to design GMR characteristics.
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Appendix A

Enhanced Stoner-Wohlfarth’s
Model for Various Systems

The presented extension of Stoner-Wohlfarth’s model for coupled and pinned
trilayer can be easily rewritten for other systems. Here the results for simple
trilayers (section A.1), doubled trilayers (section A.2), bottom spin valves
(section A.3) and a simple and enhanced model for multilayers (sections A.4
and A.5) will be presented.

A.1 Model for Trilayers

A magnetic trilayer (Fig. A.1 can be treated like the coupled and pinned
trilayer (see section 4.1.2 for details) but without the top antiferromagnetic
layer and the energy related to exchange biasing.

The angles of the magnetization direction of the buffer, the bottom and the
upper magnetic layer are given by θ1, θ2 and θ3, respectively. The directions
of the easy axes are given by ϕ1, ϕ2 and ϕ3. The angle between the x-axis
and the long side of the shape may be defined as ξ.

The Zeeman energy per unit area for this system becomes:

EZeeman/A = −µ0 ·Msat,1 · t1 ·H · cos θ1

−µ0 ·Msat,2 · t2 ·H · cos θ2 (A.1)

−µ0 ·Msat,3 · t3 ·H · cos θ3

Here MS indicates the saturation magnetization of the material and t its
thickness.
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ferromagnetic layer 1

spacer 1

J1

ferromagnetic layer 2

ferromagnetic layer 3

Figure A.1: Design of a magnetic trilayer. The magnetic buffer
and the bottom magnetic layer are coupled ferromagnetically and
behave as one magnetic layer.

The uniaxial anisotropy energy is determined for the three layers from equa-
tion (2.20):

Eani,uni/A = Kintrinsic,uni,1 · t1 · sin2(θ1 − ϕ1)

+Kintrinsic,uni,2 · t2 · sin2(θ2 − ϕ2) (A.2)

+Kintrinsic,uni,3 · t3 · sin2(θ3 − ϕ3)

Before summarizing the different terms we have again to consider that the
buffer and the bottom magnetic layer are coupled ferromagnetically and
therefore we get θ1 = θ2 := θb. Assuming columnar growth as explained
in 4.1.1 we set ϕ1 = ϕ2 = ϕ3 := ϕ. So equation (A.2) becomes:

Eani,uni/A = Kintrinsic,uni,1 · t1 · sin2(θb − ϕ)

+Kintrinsic,uni,2 · t2 · sin2(θb − ϕ) (A.3)

+Kintrinsic,uni,3 · t3 · sin2(θ3 − ϕ)

In the case of biaxial anisotropy the referring terms have to be replaced (see
equation (2.21)).

Eani,bi/A = 1/4 Kintrinsic,bi,1 · t1 · sin2(2(θb − ϕ))

+1/4 Kintrinsic,bi,2 · t2 · sin2(2(θb − ϕ)) (A.4)

+1/4 Kintrinsic,bi,3 · t3 · sin2(2(θ3 − ϕ))
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As the anisotropy does not have to be of the same nature for all magnetic
layers, both energy contributions will be considered in the simulation. It is
left to the user to set the anisotropy constant of the non applicable term to
zero.

Induced and shape anisotropy are taken into consideration by adding the
terms:

EK,ind/A = Kind,1 · t1 · sin2(θb − ϕind)

+Kind,2 · t2 · sin2(θb − ϕind) (A.5)

+Kind,3 · t3 · sin2(θ3 − ϕind)

EK,ind,bi/A = 1/4 Kind,bi,1 · t1 · sin2(2(θb − ϕind))

+1/4 Kind,bi,2 · t2 · sin2(2(θb − ϕind)) (A.6)

+1/4 Kind,bi,3 · t3 · sin2(2(θ3 − ϕind))

and

Eshape/A = Kshape,1 · t1 · sin2(θb − ξ)

+Kshape,2 · t2 · sin2(θb − ξ) (A.7)

+Kshape,3 · t3 · sin2(θ3 − ξ)

Finally the energy contribution due to the interlayer coupling has to be
added.

Einterlayer exchange/A = −JL,total cos(θ3 − θb)− JQ

(
cos2(θ3 − θb)

)
(A.8)

The linear coupling constant JL,total is the sum of the interlayer coupling for
the RKKY interaction JL and the orange peel contribution JOP . The last is
taken from model A in section 2.6.

JL,total = JL + JOP (A.9)

The sum of Zeeman (Eq. A.1), intrinsic anisotropy (Eq. A.3 and Eq. A.4),
induced anisotropy (Eq. A.5), shape anisotropy (Eq. A.7) and interlayer cou-
pling energy (Eq. A.8) results in:
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Etotal/A = (EZeeman + Eanisotropy + Einterlayer coupling)/A

= −µ0 ·Msat,1 · t1 ·H · cos θb

−µ0 ·Msat,2 · t2 ·H · cos θb

−µ0 ·Msat,3 · t3 ·H · cos θ3

+Kuni,1 · t1 · sin2(θb − ϕ)

+Kuni,2 · t2 · sin2(θb − ϕ)

+Kuni,3 · t3 · sin2(θ3 − ϕ)

+1/4 Kbi,1 · t1 · sin2(2(θb − ϕ))

+1/4 Kbi,2 · t2 · sin2(2(θb − ϕ))

+1/4 Kbi,3 · t3 · sin2(2(θ3 − ϕ)) (A.10)

+Kind,1 · t1 · sin2(θb − ϕind)

+Kind,2 · t2 · sin2(θb − ϕind)

+Kind,3 · t3 · sin2(θ3 − ϕind)

+1/4 Kind,bi,1 · t1 · sin2(2(θb − ϕind))

+1/4 Kind,bi,2 · t2 · sin2(2(θb − ϕind))

+1/4 Kind,bi,3 · t3 · sin2(2(θ3 − ϕind))

+Kshape,1 · t1 · sin2(θb − ξ)

+Kshape,2 · t2 · sin2(θb − ξ)

+Kshape,3 · t3 · sin2(θ3 − ξ)

−JL,total cos(θ3 − θb)− JQ cos2(θ3 − θb)

A.1.1 GMR and Magnetization for Trilayers

After minimizing the systems energy the angle pathes of magnetization for
the different layers as a function of the external field are known. They can
be used to calculate the GMR characteristic and the magnetization loop
according to equations (2.51) and (2.63).

For trilayers we set θI = θb and θII = θ3 to get

R(H)

R↑↑
= g · AF (H) = g · 1/2 [1− cos(θ3(H)− θb(H))] (A.11)

or in terms of the enhanced model

R(H)

R↑↑
=

1 + g

1 + g · cos2 θ3(H)−θb(H)
2

− 1 =
g

2
· 1− cos(θ3(H)− θb(H))

1 + g · cos2 θ3(H)−θb(H)
2

(A.12)
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For the magnetization loop a term for the ferromagnetic buffer layer is added
to equation (2.63).

M(H) = 1
t1+t2+t3

((Msat,1 · t1 + Msat,2 · t2) · cos θb(H)

+Msat,3 · t3 · cos θ3(H)). (A.13)

A.2 Model for Doubled Trilayers

When simulating a doubled trilayer only few adjustments have to be done
to the energy function. The Zeeman- and the anisotropy terms of the fourth
and fifth layer have to be added. As these two layers are strongly ferromag-
netically coupled we will define for their angle of magnetization θ4 = θ5 := θt.
The interlayer coupling via the first and second spacer layer has to be in-
cluded separately. Note that the fraction JOP,1 of JL,1 due to the orange peel
coupling has to be calculated according to model A (Eq. 2.48). For JOP,2

model B (Eq. 2.49) has to be used.

ferromagnetic layer 1

spacer 1

J1

ferromagnetic layer 2

ferromagnetic layer 3

ferromagnetic layer 4 = 2

ferromagnetic layer 5 = 1

spacer 2

J2

Figure A.2: Design of a doubled trilayer.
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Etotal/A = (EZeeman + Eanisotropy + Einterlayer coupling)/A

= −µ0 ·Msat,1 · t1 ·H · cos θb

−µ0 ·Msat,2 · t2 ·H · cos θb

−µ0 ·Msat,3 · t3 ·H · cos θ3

−µ0 ·Msat,4 · t4 ·H · cos θt

−µ0 ·Msat,5 · t5 ·H · cos θt

+Kuni,1 · t1 · sin2(θb − ϕ)

+Kuni,2 · t2 · sin2(θb − ϕ

+Kuni,3 · t3 · sin2(θ3 − ϕ)

+Kuni,4 · t4 · sin2(θt − ϕ)

+Kuni,5 · t5 · sin2(θt − ϕ)

+1/4 Kbi,1 · t1 · sin2(2(θb − ϕ))

+1/4 Kbi,2 · t2 · sin2(2(θb − ϕ))

+1/4 Kbi,3 · t3 · sin2(2(θ3 − ϕ))

+1/4 Kbi,4 · t4 · sin2(2(θt − ϕ)) (A.14)

+1/4 Kbi,5 · t5 · sin2(2(θt − ϕ))

+Kind,1 · t1 · sin2(θb − ϕind)

+Kind,2 · t2 · sin2(θb − ϕind)

+Kind,3 · t3 · sin2(θ3 − ϕind)

+Kind,4 · t4 · sin2(θt − ϕind)

+Kind,5 · t5 · sin2(θt − ϕind)

+1/4 Kind,bi,1 · t1 · sin2(2(θb − ϕind))

+1/4 Kind,bi,2 · t2 · sin2(2(θb − ϕind))

+1/4 Kind,bi,3 · t3 · sin2(2(θ3 − ϕind))

+1/4 Kind,bi,4 · t4 · sin2(2(θt − ϕind))

+1/4 Kind,bi,5 · t5 · sin2(2(θt − ϕ))

+Kshape,1 · t1 · sin2(θb − ξ)

+Kshape,2 · t2 · sin2(θb − ξ)

+Kshape,3 · t3 · sin2(θ3 − ξ)

+Kshape,4 · t4 · sin2(θt − ξ)

+Kshape,5 · t5 · sin2(θt − ξ)

−JL,total,1 cos(θ3 − θb)− JQ,1 cos2(θ3 − θb)

−JL,total,2 cos(θ3 − θt)− JQ,2 cos2(θ3 − θt)
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A.2.1 GMR and Magnetization for Doubled Trilayers

For doubled trilayers equation (2.51) for the GMR characteristic has to be
extended as their are three independent ferromagnetic layers. After calcu-
lating the GMR effect for two adjacent ferromagnetic layers separately, the
effect will be averaged with a weighting factor wgmr (0 < wgmr < 1).

(
R(H)

R↑↑

)
0,bottom

= 1/2 [1− cos(θ3(H)− θb(H))]

(
R(H)

R↑↑

)
0,top

= 1/2 [1− cos(θ3(H)− θt(H))] (A.15)

(
R(H)

R↑↑

)
= g ·

[
wgmr ·

(
R(H)

R↑↑

)
0,bottom

+ (1− wgmr) ·
(

R(H)

R↑↑

)
0,top

]

As the parameter wgmr is not accessible within the model, it has to be ad-
justed by the user. Similar considerations in the enhanced model lead to:

(
R(H)

R↑↑

)
= g ·

1− wgmr cos2 θ3−θb

2
− (1− wgrm) · cos2 θt−θ3

2

1 + wgmr · g · cos2 θ3−θb

2
+ (1− wgrm) · g · cos2 θt−θ3

2

(A.16)

For the magnetization loop equation (2.63) is altered to

M(H) = 1
t1+t2+t3+t4+t5

(Msat,1 · t1 + Msat,2 · t2) · cos θb(H)

+Msat,3 · t3 · cos θ3(H) (A.17)

(Msat,4 · t4 + Msat,5 · t5) · cos θt(H)).

A.3 Model for Bottom Spin Valves

In a bottom spin valve only two ferromagnetic layers are involved. An addi-
tional energy contribution originates from the pinning in the direction of γ.
The magnitude of the exchange bias is determined by Jeb.
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spacer 1

J1

ferromagnetic layer 1

ferromagnetic layer 2

pinning layer

Jeb

Figure A.3: Design of a bottom spin valve. The antiferromagnet
pins the first magnetic layer.

Etotal/A = (EZeeman + Eanisotropy + Einterlayer coupling)/A

= −µ0 ·Msat,1 · t1 ·H · cos θ1

−µ0 ·Msat,2 · t2 ·H · cos θ2

+Kuni,1 · t1 · sin2(θ1 − ϕ)

+Kuni,2 · t2 · sin2(θ2 − ϕ)

+1/4 Kbi,1 · t1 · sin2(2(θ1 − ϕ))

+1/4 Kbi,2 · t2 · sin2(2(θ2 − ϕ)) (A.18)

+Kind,1 · t1 · sin2(θ1 − ϕind)

+Kind,2 · t2 · sin2(θ2 − ϕind)

+1/4 Kind,bi,1 · t1 · sin2(2(θ1 − ϕind))

+1/4 Kind,bi,2 · t2 · sin2(2(θ2 − ϕind))

+Kshape,1 · t1 · sin2(θ1 − ξ)

+Kshape,2 · t2 · sin2(θ2 − ξ)

−JL,total cos(θ2 − θ1)− JQ cos2(θ2 − θ1)

−Jeb cos(θ1 − γ)

Because of the antiferromagnetic buffer layer the orange peel contribution to
the coupling has to be taken from model B (section 2.6). In this aspect it
differs from the model for coupled and pinned magnetic trilayers.
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A.3.1 GMR and Magnetization for Bottom Spin Valves

For bottom spin valves equations (2.51), (2.62) and (2.63) can easily be
adopted:

R(H)

R↑↑
= g · AF (H) = g · 1/2 [1− cos(θ2(H)− θ1(H))] (A.19)

R(H)

R↑↑
=

1 + g

1 + g · cos2 θ2(H)−θ1(H)
2

− 1 =
g

2
· 1− cos(θ2(H)− θ1(H))

1 + g · cos2 θ2(H)−θ1(H)
2

(A.20)

and

M(H) = 1
t1+t2

(Msat,1 · t1 · cos θ1(H)

+Msat,2 · t2 · cos θ2(H)). (A.21)

A.4 Model for Multilayers

A multilayer can be divided into super cells as demonstrated in Fig. A.4.
Note that a magnetic super cell consists of two crystallographic super cells!

The influence of the buffer layer vanishes after only very few super cells and
is therefore neglected in the basic model (see next section for an enhanced
model). The energy contribution due to the orange peel coupling has to be
viewed with care. Apart from the first super cell model A (Eq. 2.48) will
be the correct description, but the wavelength and height of the waviness is
likely to vary significantly within the stack.

Etotal/A = (EZeeman + Eanisotropy + Einterlayercoupling)/A

= −µ0 ·Msat,1 · t1 ·H · cos(θ1)

−µ0 ·Msat,2 · t2 ·H · cos(θ2)

+Kuni,1 · t1 · sin2(θ1 − ϕ)

+Kuni,2 · t2 · sin2(θ2 − ϕ)

+1/4 Kbi,1 · t1 · sin2(2(θ1 − ϕ))

+1/4 Kbi,2 · t2 · sin2(2(θ2 − ϕ)) (A.22)



136 APPENDIX A. MODEL FOR VARIOUS SYSTEMS

+Kind,1 · t1 · sin2(θ1 − ϕind)

+Kind,2 · t2 · sin2(θ2 − ϕind)

+1/4 Kind,bi,1 · t1 · sin2(2(θ1 − ϕind))

+1/4 Kind,bi,2 · t2 · sin2(2(θ2 − ϕind))

+Kshape,1 · t1 · sin2(θ1 − ξ)

+Kshape,2 · t2 · sin2(θ2 − ξ)

−JL,total,1 cos(θ1 − θ2)− JQ,1

(
cos2(θ1 − θ2)

)
−JL,total,2 cos(θ1 − θ2)− JQ,2

(
cos2(θ1 − θ2)

)

ferromagnetic layer 1

spacer 2

J2

ferromagnetic layer 2

J1

spacer 1

ferromagnetic layer 1

spacer 2

ferromagnetic layer 2

spacer 1

Figure A.4: Design of a multilayer. For a correct magnetic descrip-
tion of parallel and antiparallel magnetization a super cell contain-
ing two magnetic layers is essential in opposition to a crystallo-
graphic description.
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A.4.1 GMR and Magnetization for Multilayers

For multilayers equations (2.51), (2.62) and (2.63) can easily be adopted:

R(H)

R↑↑
= g · AF (H) = g · 1/2 [1− cos(θ2(H)− θ1(H))] (A.23)

R(H)

R↑↑
=

1 + g

1 + g · cos2 θ2(H)−θ1(H)
2

− 1 =
g

2
· 1− cos(θ2(H)− θ1(H))

1 + g · cos2 θ2(H)−θ1(H)
2

(A.24)

M(H) = 1
t1+t2

(Msat,1 · t1 · cos θ1(H)

+Msat,2 · t2 · cos θ2(H)) (A.25)

A.5 Enhanced Model for Multilayers

Due to crystal growth or varying substrate and target temperature the first
layers deposited usually differ in their magnetic behavior from the consecutive
layers. It is also very common to use a special top layer. Therefore we will
now consider an enhanced model for multilayer in which the first three layers
and the final layer are considered separately. In between the number of
magnetic super cells NSC may vary. See Fig. A.5 for details.

The energy contribution due to the orange peel coupling has to be viewed
with care. Apart from the first super cell, where model B (Eq. 2.49) has
to be applied, model A (Eq. 2.48) will be the correct description, but the
wavelength and height of the waviness is likely to vary significantly within
the stack, which is not taken into further consideration.

Etotal/A = (EZeeman + Eanisotropy + Einterlayercoupling)/A

= −µ0 ·Msat,1 · t1 ·H · cos(θ1)

−µ0 ·Msat,2 · t2 ·H · cos(θ2)

−µ0 ·Msat,3 · t3 ·H · cos(θ3)

−NSC · µ0 ·Msat,3 · t3 ·H · cos(θ4)

−NSC · µ0 ·Msat,3 · t3 ·H · cos(θ5)

−µ0 ·Msat,4 · t4 ·H · cos(θ6)
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+Kuni,1 · t1 · sin2(θ1 − ϕ)

+Kuni,2 · t2 · sin2(θ2 − ϕ)

+Kuni,3 · t3 · sin2(θ3 − ϕ)

+NSC ·Kuni,3 · t3 · sin2(θ4 − ϕ)

+NSC ·Kuni,3 · t3 · sin2(θ5 − ϕ)

+Kuni,4 · t4 · sin2(θ6 − ϕ) (A.26)

+1/4 Kbi,1 · t1 · sin2(2(θ1 − ϕ))

+1/4 Kbi,2 · t2 · sin2(2(θ2 − ϕ))

+1/4 Kbi,3 · t3 · sin2(2(θ3 − ϕ))

+NSC · 1/4 Kbi,3 · t3 · sin2(2(θ4 − ϕ))

+NSC · 1/4 Kbi,3 · t3 · sin2(2(θ5 − ϕ))

+1/4 Kbi,4 · t4 · sin2(2(θ6 − ϕ))

+Kind,1 · t1 · sin2(θ1 − ϕind)

+Kind,2 · t3 · sin2(θ2 − ϕind)

+Kind,3 · t3 · sin2(θ3 − ϕind)

+NSC ·Kind,3 · t3 · sin2(θ4 − ϕind)

+NSC ·Kind,3 · t3 · sin2(θ5 − ϕind)

+Kind,4 · t4 · sin2(θ6 − ϕind)

+1/4 Kind,bi,1 · t1 · sin2(2(θ1 − ϕind))

+1/4 Kind,bi,2 · t2 · sin2(2(θ2 − ϕind))

+1/4 Kind,bi,3 · t3 · sin2(2(θ3 − ϕind))

+NSC · 1/4 Kind,bi,3 · t3 · sin2(2(θ4 − ϕind))

+NSC · 1/4 Kind,bi,3 · t3 · sin2(2(θ5 − ϕind))

+1/4 Kind,bi,4 · t4 · sin2(2(θ6 − ϕind))

+Kshape,1 · t1 · sin2(θ1 − ξ)

+Kshape,2 · t2 · sin2(θ2 − ξ)

+Kshape,3 · t3 · sin2(θ3 − ξ)

+NSC ·Kshape,3 · t3 · sin2(θ3 − ξ)

+NSC ·Kshape,3 · t3 · sin2(θ3 − ξ)

+Kshape,4 · t4 · sin2(θ4 − ξ)

−JL,total,1 cos(θ2 − θ1)− JQ,1

(
cos2(θ2 − θ1)

)
−JL,total,2 cos(θ3 − θ2)− JQ,2

(
cos2(θ3 − θ2)

)
−JL,total,3 cos(θ4 − θ3)− JQ,3

(
cos2(θ4 − θ3)

)
−(2NSC − 1) · JL,total,3 cos(θ5 − θ4)− (2NSC − 1) · JQ,3

(
cos2(θ5 − θ4)

)
−JL,total,3 cos(θ6 − θ5)− JQ,3

(
cos2(θ6 − θ5)

)
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A.5.1 GMR and Magnetization for Multilayers in the
Enhanced Model

R(H)

R↑↑
= g · AF (H)

=
g

2
− g

4 ·NSC + 6
· [cos(θ2 − θ1) + cos(θ3 − θ2)+ (A.27)

cos(θ4 − θ3) + (2 ·NSC − 1) · cos(θ5 − θ4) + cos(θ6 − θ5)]

R(H)

R↑↑
= g ·

[
(2 ·NSC + 3)− cos2 θ2 − θ1

2
− cos2 θ3 − θ2

2
−

cos2 θ4 − θ3

2
− (2 ·NSC − 1) cos2 θ5 − θ4

2
− cos2 θ6 − θ5

2

]
/[

(2 ·NSC + 3) + g ·
(

cos2 θ2 − θ1

2
+ cos2 θ3 − θ2

2
+ (A.28)

cos2 θ4 − θ3

2
+ (2 ·NSC − 1) cos2 θ5 − θ4

2
+ cos2 θ6 − θ5

2

)]

M(H) = (Msat,1 · t1 · cos θ1 + Msat,2 · t2 · cos θ2+

Msat,3 · t3 · (cos θ3 + NSC cos θ4 + NSC cos θ5)+

Msat,4 · t4 · cos θ6) / (A.29)

(t1 + t2 + (2 ·NSC + 1) t3 + t4)
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ferromagnetic layer 1

spacer 2

J2

ferromagnetic layer 2

J1

spacer 1

ferromagnetic layer 3

spacer 3*

ferromagnetic layer 5

spacer 3'

ferromagnetic layer 4

spacer 3"

ferromagnetic layer 6

J3

J3

J3

super cell

Figure A.5: Enhanced design of a multilayer. For a correct mag-
netic description of parallel and antiparallel magnetization a super
cell containing two magnetic layers is essential in opposition to a
crystallographic description. The first three layers and the top layer
are considered separately.
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Appendix B

Overview to Parameters for the
Simulations

The table on the following pages will provide a complete list of all parameters
of the simulation tool. Included are the used units and which parameters are
relevant for the selected stacking sequence.
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Appendix C

Starting Parameters for
Simulations

Below you will find good starting parameters for the simulation as to give
you an idea of the realistic order of magnitude for the different parameters.

saturation magnetization
Co: 1400 kA/m = 1400emu/cm3

Py: 820 kA/m = 820emu/cm3

Fe: 1714kA/m = 1714emu/cm3

NiCo: 995kA/m = 995emu/cm3

CoFe: 1517kA/m = 1517emu/cm3

linear interlayer coupling constant
Trilayer, 1st AFCM: −100µJ/m2 = −0.1erg/cm2

Trilayer, 2nd AFCM: −20µJ/m2 = −0.02erg/cm2

Trilayer, 3rd AFCM: −5.4µJ/m2 = −0.054erg/cm2

quadratic interlayer coupling constant
JQ < 0 e.g. JQ = 0.4 · JL

antiferromagnetic coupling constant (pinned layer)
5µJ/m2 = 0.005erg/cm2

anisotropy constant
3.9nm Co: K3 = 4.5kJ/m3 = 45000erg/cm3

GMR amplitude
Trilayer, 1st AFCM: 15%
Trilayer, 2nd AFCM: 11%
Trilayer, 3rd AFCM: 7%
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Appendix D

Source Code of Simulation
Kernel

Here the full source code of the simulation kernel in fortran 90 is given. In
addition a user interface was programmed in Visual Basic.

PROGRAM simkern
! by T . Hempel and A. Huetten , Un i v e r s i t y o f B i e l e f e l d , 2 004

PARAMETER ( v e r s i on =4.0 , dataformat =4.0)
PARAMETER ( no o f pa ra =65 , n o o f f i e l d v a l =100000)

IMPLICIT real (A−H,O−Z)

! energy f un c t i o n
EXTERNAL func

! f i l e names and v a r i a b l e s f o r parameter f i l e , I e f = energy f un c t i o n
! i n t e g e r : : i t e r a t i o n s , I p a r l a u f , I e f , I p s i l a u f , I xaLauf

CHARACTER : : r f i l e ∗60 , formlog ∗20 , z a h l s t r i n g ∗250
CHARACTER : : f i l e 1 ∗41 , f i l e 2 ∗41 , f i l e 3 ∗41
CHARACTER : : f i l e 4 ∗41 , f i l e 5 ∗41
CHARACTER : : SDATE ∗8 , STIME ∗10
LOGICAL : : l o gps i , readparadat
REAL, POINTER : : x ( : )
REAL, ALLOCATABLE : : para ( : , : )

! p s i : ang l e be tween e x t e r n a l f i e l d and easy ax i s , assumed to be e qua l
! f o r bo th l a y e r s , v a r i e d from 0 − 180 de g r e e s
! t h e t a : ang l e be tween x−a x i s and l ong s i d e o f t h e sample

! ang l e o f easy a x i s
PARAMETER ( p s i S t a r t =1 , psiEnd =180 , ps iStep=1)
PARAMETER ( Pi =3.141593)

! c o n t r o l s f o r Polak−Ri b i e r e
PARAMETER ( f t o l =1.e−8)

! f i e l d v a r i a b l e s f o r r e s u l t s
DIMENSION Rgmr( n o o f f i e l d v a l ) , RgmrEnh( n o o f f i e l d v a l )
DIMENSION Rfeld ( n o o f f i e l d v a l ) , Rgmag( n o o f f i e l d v a l )

! d imension f o r f i e l d v e c t o r
DIMENSION xAverage ( n o o f f i e l d v a l , 6 )
DIMENSION Rangpath ( n o o f f i e l d v a l , 5 , 6 )

! d imension f o r e n e r g i e s
DIMENSION RzeemanE( n o o f f i e l d v a l )
DIMENSION RcouplingLE ( n o o f f i e l d v a l )
DIMENSION RcouplingQE ( n o o f f i e l d v a l )
DIMENSION RanisoE ( n o o f f i e l d v a l )
DIMENSION RanisobiE ( n o o f f i e l d v a l )
DIMENSION RanisoindE ( n o o f f i e l d v a l )
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DIMENSION RanisoindbE ( n o o f f i e l d v a l )
DIMENSION RshapeE ( n o o f f i e l d v a l )
DIMENSION RpinningE ( n o o f f i e l d v a l )
DIMENSION RtotalE ( n o o f f i e l d v a l )

! s e v e r a l v a r i a b l e s as e x p l a i n e d be low

COMMON / l ay e r / Rt1 , Rt2 , Rt3 , Rt4 , Rt5 , Rt6
COMMON / msat / Rmsat1 , Rmsat2 , Rmsat3 , Rmsat4 , Rmsat5
COMMON / coup l ing / Rj l1tot , Rj l2tot , Rj l3tot , Rjq1 , Rjq2 , Rjq3
COMMON / b ia s / Rjeb ,Rgamma
COMMON / ani / Rk1 ,Rk2 ,Rk3 ,Rk4 ,Rk5 , Rkb1 , Rkb2 , Rkb3 , Rkb4 , Rkb5
COMMON / indan i / Rkind1 , Rkind2 , Rkind3 , Rkind4 , Rkind5 , p s i i nd
COMMON / indan ib i / Rkindb1 , Rkindb2 , Rkindb3 , Rkindb4 , Rkindb5
COMMON / kshape / Rkshape1 , Rkshape2 , Rkshape3 , Rkshape4 , Rkshape5 , Rxi
COMMON / opc / Rhop , Rlop
COMMON / s c a l i n g / Ragmr , Rwgmr
COMMON / s t a t e / I e f ,N, ps i , Hfeld , I sc , I p a r l a u f
COMMON / ep l o t / r f i l e ,RmaxH,RminH, RstepH , I v i r g i n l o o p

! i n f o rma t i on on sc reen
write(∗,∗)’===================================================’
write (∗ ,FMT=’(A25 , F4 . 1 ) ’ )

∗ ’ This i s SimKern ve r s i on ’ , v e r s i on
write (∗ ,∗ ) ’ Kernel to GMRSim’
write (∗ ,∗ ) ’ by Tobias Hempel [ 1 , 2 ] and Andreas Huetten [ 1 ] ’
write (∗ ,∗ ) ’ [ 1 ] Un ive r s i ty o f B i e l e f e l d , Physics , Germany ’
write (∗ ,∗ ) ’ [ 2 ] HLPlanartechnik GmbH, Dortmund , Germany ’
write(∗,∗)’===================================================’
write (∗ ,∗ )

! use i npu t f i l e para . dat , s e t . FALSE . to use data in f o r t r a n code
! r eadparada t =.FALSE.
readparadat=.TRUE.

! i n i t i t i a l parameters
r f i l e =’a02 ’
i t e r a t i o n s=1
formlog = ’ ’
write ( f i l e 3 , FMT=’(A7 ) ’ ) ’ out . log ’

! read parameter matr ix from parameter f i l e
IF ( readparadat ) then

open ( unit = 1 , f i l e = ’ para . dat ’ ,
∗ status = ’ old ’ , action = ’ read ’ )

read ( 1 , ∗ ) df
read ( 1 , ∗ ) ! name
read ( 1 , ∗ ) r f i l e
write ( formlog , FMT=’(A2 , I2 ,A4 ) ’ ) ’ (A’ ,LEN TRIM( r f i l e ) , ’ ,A4) ’
write ( f i l e 3 , FMT=formlog ) r f i l e , ’ . log ’

i f ( df . eq . dataformat ) then
read ( 1 , ∗ ) ! v a r i e d parameter
read ( 1 , ∗ ) ! min and max va l u e o f v a r i e d parameter
read ( 1 , ∗ ) i t e r a t i o n s
allocate ( para ( i t e r a t i o n s , no o f pa ra ) )
do i =1 , i t e r a t i o n s

read ( 1 , ∗ ) para ( i , : )
end do
CLOSE(1 )

else
OPEN(UNIT=22,FILE=f i l e 3 ,STATUS=’ rep lace ’ )
write(∗,∗) ’======================’
write (∗ ,∗ ) ’Data format i n c o r r e c t ! ’
write(∗,∗) ’======================’
write(22,∗) ’======================’
write ( 2 2 ,∗ ) ’Data format i n c o r r e c t ! ’
write(22,∗) ’======================’
close ( 1 )
close ( 2 2 )
STOP 99

end i f
end i f

! L o g f i l e c r e a t e d or r e p l a c e d
OPEN(UNIT=22,FILE=f i l e 3 ,STATUS=’ rep lace ’ )

! B I G L O O P S T A R T S===============================================
do I p a r l a u f = 1 , i t e r a t i o n s

!###############################DATA FOR DIRECT INPUT########################

i f ( .NOT. readparadat ) then

! energy f un c t i o n
! 1 : t r i l a y e r , 2 : doub l ed t r i l a y e r , 3 : bottom sp i n v a l v e , 4 : top s p i n v a l v e ,
! 5 : mu l t i l a y e r , 6 : mu l t i l a y e r ( enh . )

I e f=6
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! c a l c u l a t e da t e f o r energy p l o t s 0 : no 1 : yes
I e p l o t=0

! v i g i n l o o p 0 : no 1 : yes
I v i r g i n l o o p=0

! JL−f l a g 0 : JL g i v en 1 : JL c a l c u l a t e d w i th RKKY−i n t e r a c t i o n
I r k ky f l a g=0

! JQ−f l a g 0 :JQ g i v en 1 :JQ c a l c u l a t e d as f a c t o r o f JL
I j q f l a g=0

! l a t e r a l d imens ions o f t h e e l ement ( cm, deg ree )
! Ex t e rna l f i e l d a lways a l ong x−a x i s !
! As t h e case may be , r o t a t e t h e sample w i th regard to t h e x−a x i s and
! t h e r e f o r e t h e e x t e r n a l f i e l d .

Rlength =10000.0e−7
Rwidth=10000.0e−7
Rangles=0.0

! maximal , minimal e x t e r n a l f i e l d , f i e l d s t e p and f i e l d d i r e c t i o n s (Oe)
Rminh=−15000
Rmaxh=15000
Rsteph=100

! s a t u r a t i o n magne t i z a t i on o f b u l k ma t e r i a l (G)
Rmsat1=1714
Rmsat2=1715
Rmsat3=1716
Rmsat4=1717
Rmsat5=1718

! l a y e r t h i c k n e s s ( cm)
Rt1=3.0e−7
Rt2=3.0e−7
Rt3=3.0e−7
Rt4=3.0e−7
Rt5=3.0e−7
Rt6=3.0e−7

! s pace r
Rts1=1.0e−7
Rts2=1.0e−7
Rts3=1.0e−7

! c o up l i n g c on s t an t s ( e rg /cmˆ2) ( J l >0: f e r romagne t i c , J l <0: an t i f e r r omagne t i c ,
! JQ<0 f o r b i q u a d r a t i c c oup l i n g )

Rjl1 =0.5 ! l i n e a r c oup l i n g 1
Rjl2 =0.1 ! l i n e a r c oup l i n g 2
Rjl3=−1.0 ! l i n e a r c oup l i n g 3
Rjq1=−0.5 ! b i q u a d r a t i c c oup l i n g 1
Rjq2=−0.5 ! b i q u a d r a t i c c oup l i n g 2
Rjq3=−0.4 ! b i q u a d r a t i c c oup l i n g 3
Rjqf1 =0.0 ! Factor f o r b i q u a d r a t i c c oup l i n g con s t an t 1
Rjqf2 =0.0 ! Factor f o r b i q u a d r a t i c c oup l i n g con s t an t 2
Rjqf3 =0.0 ! Factor f o r b i q u a d r a t i c c oup l i n g con s t an t 3
Rjeb =0.0 ! An t i f e r r omagne t i c c oup l i n g
Ranglep=0 ! D i r e c t i on o f p inn ing in deg ree

! an i s o t r o p y c on s t an t s ( e rg /cmˆ3 , deg ree ) ( Ki>0)
Rk1=10000.0
Rk2=10000.0
Rk3=10000.0
Rk4=10000.0
Rk5=10000.0

Rkb1=45000.0
Rkb2=45001.0
Rkb3=45002.0
Rkb4=45003.0
Rkb5=45004.0

Rkind1=0.0
Rkind2=0.0
Rkind3=0.0
Rkind4=0.0
Rkind5=0.0

Rkindb1=0.0
Rkindb2=0.0
Rkindb3=0.0
Rkindb4=0.0
Rkindb5=0.0

Ranglekind=0.0

! orange p e e l c o up l i n g ( cm)
Rhop=0.0e−7
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Rlop=0.0e−7

! parameters f o r RKKY−c oup l i n g (% , cm , deg ree )
Rao=12.0
Rao=Rao/100

! p e r i o d i c i t y o f o s c i l l a t i o n
Rlrkky=4.0e−7

! s c a l i n g f a c t o r f o r decay
Rlo=0.0e−7
Rphase=20

! gmr amp l i t ude
Ragmr=15.3

! s c a l i n g top to bottom par t f o r doub l ed t r i l a y e r s
Rwgmr=0.5

! number o f s u p e r c e l l s in enhanced ML−sys tem I s c=(N−4)/2
I s c=3

!###############################DATA FOR DIRECT INPUT########################
! ˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆˆ

else

!########################READING DATA FROM PARAMETER FILE####################
! i n c l u d e s conve r s i on from SI ( parameter f i l e ) to cg s ( i n t e r n a l use )

! energy f un c t i o n to use
I e f=para ( Ipa r l au f , 1 )

! energy p l o t s 0 : do not c a l c u l a t e data 1 : c a l c u l a t e data
! v i g i n l o o p 0 : no 1 : yes
! JL−f l a g 0 : JL g i v en 1 : JL c a l c u l a t e d w i th RKKY−i n t e r a c t i o n
! JQ−f l a g 0 :JQ g i v en 1 :JQ c a l c u l a t e d as f a c t o r o f JL

I e p l o t=INT( para ( Ipa r l au f , 2 ) )
I v i r g i n l o o p=INT( para ( Ipa r l au f , 3 ) )
I r kky f l a g=INT( para ( Ipa r l au f , 4 ) )
I j q f l a g=INT( para ( Ipa r l au f , 5 ) )

! l a t e r a l d imens ions o f t h e e l ement (um −−> cm , deg ree )

Rlength=para ( Ipa r l au f , 6 ) ∗ 1 e−4
Rwidth=para ( Ipa r l au f , 7 ) ∗ 1 e−4
Rangles=para ( Ipa r l au f , 8 )

! maximal , minimal e x t e r n a l f i e l d , f i e l d s t e p and f i e l d d i r e c t i o n s (Oe)
Rminh=para ( Ipa r l au f , 9 )
Rmaxh=para ( Ipa r l au f , 1 0 )
Rsteph=para ( Ipa r l au f , 1 1 )

! s a t u r a t i o n magne t i z a t i on o f b u l k ma t e r i a l ( Gauss = kA/m)
Rmsat1=para ( Ipa r l au f , 1 2 )
Rmsat2=para ( Ipa r l au f , 1 3 )
Rmsat3=para ( Ipa r l au f , 1 4 )
Rmsat4=para ( Ipa r l au f , 1 5 )
Rmsat5=para ( Ipa r l au f , 1 6 )

! l a y e r t h i c k n e s s (nm −−> cm)
Rt1=para ( Ipa r l au f , 1 7 ) ∗ 1 e−7
Rt2=para ( Ipa r l au f , 1 8 ) ∗ 1 e−7
Rt3=para ( Ipa r l au f , 1 9 ) ∗ 1 e−7
Rt4=para ( Ipa r l au f , 2 0 ) ∗ 1 e−7
Rt5=para ( Ipa r l au f , 2 1 ) ∗ 1 e−7

! s pace r
Rts1=para ( Ipa r l au f , 2 2 ) ∗ 1 e−7
Rts2=para ( Ipa r l au f , 2 3 ) ∗ 1 e−7
Rts3=para ( Ipa r l au f , 2 4 ) ∗ 1 e−7

! c o up l i n g c on s t an t s ( uJ/m2 −−> mJ/m2 = erg /cm2)
Rjl1=para ( Ipa r l au f , 2 5 ) ∗ 1 e−3
Rj l2=para ( Ipa r l au f , 2 6 ) ∗ 1 e−3
Rj l3=para ( Ipa r l au f , 2 7 ) ∗ 1 e−3
Rjq1=para ( Ipa r l au f , 2 8 ) ∗ 1 e−3
Rjq2=para ( Ipa r l au f , 2 9 ) ∗ 1 e−3
Rjq3=para ( Ipa r l au f , 3 0 ) ∗ 1 e−3
Rjqf1=para ( Ipa r l au f , 3 1 )
Rjqf2=para ( Ipa r l au f , 3 2 )
Rjqf3=para ( Ipa r l au f , 3 3 )
Rjeb=para ( Ipa r l au f , 3 4 ) ∗ 1 e−3

! p inn ing d i r e c t i o n
Ranglep=para ( Ipa r l au f , 3 5 )

! a n i s o t r o p y c on s t an t s ( kJ/m3 −−> erg /cm3 , deg ree )
Rk1=para ( Ipa r l au f , 3 6 ) ∗ 1 e4
Rk2=para ( Ipa r l au f , 3 7 ) ∗ 1 e4
Rk3=para ( Ipa r l au f , 3 8 ) ∗ 1 e4
Rk4=para ( Ipa r l au f , 3 9 ) ∗ 1 e4
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Rk5=para ( Ipa r l au f , 4 0 ) ∗ 1 e4

Rkb1=para ( Ipa r l au f , 4 1 ) ∗ 1 e4
Rkb2=para ( Ipa r l au f , 4 2 ) ∗ 1 e4
Rkb3=para ( Ipa r l au f , 4 3 ) ∗ 1 e4
Rkb4=para ( Ipa r l au f , 4 4 ) ∗ 1 e4
Rkb5=para ( Ipa r l au f , 4 5 ) ∗ 1 e4

Rkind1=para ( Ipa r l au f , 4 6 ) ∗ 1 e4
Rkind2=para ( Ipa r l au f , 4 7 ) ∗ 1 e4
Rkind3=para ( Ipa r l au f , 4 8 ) ∗ 1 e4
Rkind4=para ( Ipa r l au f , 4 9 ) ∗ 1 e4
Rkind5=para ( Ipa r l au f , 5 0 ) ∗ 1 e4

Rkindb1=para ( Ipa r l au f , 5 1 ) ∗ 1 e4
Rkindb2=para ( Ipa r l au f , 5 2 ) ∗ 1 e4
Rkindb3=para ( Ipa r l au f , 5 3 ) ∗ 1 e4
Rkindb4=para ( Ipa r l au f , 5 4 ) ∗ 1 e4
Rkindb5=para ( Ipa r l au f , 5 5 ) ∗ 1 e4

Ranglekind=para ( Ipa r l au f , 5 6 )

! orange p e e l c o up l i n g (nm −−> cm)
Rhop=para ( Ipa r l au f , 5 7 ) ∗ 1 e−7
Rlop=para ( Ipa r l au f , 5 8 ) ∗ 1 e−7

! parameters f o r RKKY−c oup l i n g (% −−> f a c t o r , nm −−> cm , deg ree )
Rao=para ( Ipa r l au f , 5 9 ) ∗ 1 e−2

! p e r i o d i c i t y o f o s c i l l a t i o n
Rlrkky=para ( Ipa r l au f , 6 0 ) ∗ 1 e−7

! s c a l i n g f a c t o r f o r decay
Rlo=para ( Ipa r l au f , 6 1 ) ∗ 1 e−7
Rphase=para ( Ipa r l au f , 6 2 )

! gmr amp l i t ude
Ragmr=para ( Ipa r l au f , 6 3 )

! s c a l i n g top to bootom par t
Rwgmr=para ( Ipa r l au f , 6 4 )

! number o f s u p e r c e l l s I s c=(N−4)/2
I s c=para ( Ipa r l au f , 6 5 )

END i f

! w r i t i n g data to l o g f i l e
write(22,∗)’=========================================’
write ( 2 2 ,∗ ) ’Parameter s e t no . ’ , I p a r l a u f
write(22,∗)’=========================================’
write ( 2 2 ,∗ ) ’ Input parameters ’
write(22,∗)’=========================================’
write ( 2 2 ,∗ ) ’ File f o r output = ’ , r f i l e
write ( 2 2 ,∗ ) ’ f l a g s ( v ,RKKY,JQ) ’ , I v i r g i n l o op , I rkky f l ag , I j q f l a g
write ( 2 2 ,∗ ) ’ s e l e c t e d energy function = ’ , I e f
write (22 ,∗ )
write ( 2 2 ,∗ ) ’ l aenge = ’ , Rlength , ’ b r e i t e = ’ ,Rwidth ,

∗ ’ ang le = ’ , Rangles
write ( 2 2 ,∗ ) ’minH = ’ ,Rminh , ’ maxH = ’ ,Rmaxh,

∗ ’ stepH = ’ ,Rsteph
write (22 ,∗ )
write ( 2 2 ,∗ ) ’ Msat1 = ’ ,Rmsat1 , ’ Msat2 = ’ ,Rmsat2 ,

∗ ’ Msat3 = ’ ,Rmsat3
write ( 2 2 ,∗ ) ’ Msat4 = ’ ,Rmsat4 , ’ Msat5 = ’ ,Rmsat5
write ( 2 2 ,∗ ) ’ t1 = ’ ,Rt1 , ’ t2 = ’ ,Rt2 ,

∗ ’ t3 = ’ ,Rt3
write ( 2 2 ,∗ ) ’ t4 = ’ ,Rt4 , ’ t5 = ’ ,Rt5 ,

∗ ’ t6 = ’ ,Rt6
write ( 2 2 ,∗ ) ’ t s1 = ’ ,Rts1 , ’ t s2 = ’ ,Rts2 ,

∗ ’ t s3 = ’ ,Rts3
write (22 ,∗ )
write ( 2 2 ,∗ ) ’ J l1 = ’ , Rjl1 , ’ J l2 = ’ , Rjl2 ,

∗ ’ J l3 = ’ , Rj l3
write ( 2 2 ,∗ ) ’ Jq1 = ’ ,Rjq1 , ’ Jq2 = ’ ,Rjq2 ,

∗ ’ Jq3 = ’ ,Rjq3
write ( 2 2 ,∗ ) ’ Jq1fac = ’ , Rjqf1 , ’ Jq2fac = ’ , Rjqf2 ,

∗ ’ Jq3fac = ’ , Rjqf3
write ( 2 2 ,∗ ) ’ Jeb = ’ ,Rjeb , ’ anglep = ’ , Ranglep
write ( 2 2 ,∗ ) ’K1 = ’ ,Rk1 , ’ K2 = ’ ,Rk2 ,

∗ ’ K3 = ’ ,Rk3
write ( 2 2 ,∗ ) ’K4 = ’ ,Rk4 , ’ K5 = ’ ,Rk5
write ( 2 2 ,∗ ) ’Kb1 = ’ ,Rkb1 , ’ Kb2 = ’ ,Rkb2 ,

∗ ’ Kb3 = ’ ,Rkb3
write ( 2 2 ,∗ ) ’Kb4 = ’ ,Rkb4 , ’ Kb5 = ’ ,Rkb5
write ( 2 2 ,∗ ) ’ Kind1 = ’ ,Rkind1 , ’ Kind2 = ’ ,Rkind2 ,

∗ ’ Kind3 = ’ ,Rkind3
write ( 2 2 ,∗ ) ’ Kind4 = ’ ,Rkind4 , ’ Kind5 = ’ ,Rkind5
write ( 2 2 ,∗ ) ’ Kindb1 = ’ ,Rkindb1 , ’ Kindb2 = ’ ,Rkindb2 ,
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∗ ’ Kindb3 = ’ , Rkindb3
write ( 2 2 ,∗ ) ’ Kindb4 = ’ ,Rkindb4 , ’ Kindb5 = ’ , Rkindb5
write ( 2 2 ,∗ ) ’ KindAng= ’ , Ranglekind
write (22 ,∗ )
write ( 2 2 ,∗ ) ’Hop = ’ ,Rhop , ’ Lop = ’ ,RLop
write ( 2 2 ,∗ ) ’Ao = ’ ,Rao , ’ Lo = ’ ,Rlo
write ( 2 2 ,∗ ) ’ Lrkky = ’ ,Rlrkky , ’ phase = ’ ,Rphase
write ( 2 2 ,∗ ) ’Agmr = ’ ,Ragmr , ’ Sgmr = ’ ,Rwgmr,

∗ ’ sc = ’ , I s c
write (22 ,∗ )

CLOSE(22)
OPEN(UNIT=22 , FILE=f i l e 3 , POSITION=’append ’ , STATUS=’old ’ )

! S e t t i n g e v e r y t h i n g to 0 b e f o r e easy a x i s ang l e l oop s t a r t s
MM=0
Mpsi=0
Asu=0.
Rkshape1=0.0
Rkshape2=0.0
Rkshape3=0.0
Rkshape4=0.0
Rkshape5=0.0
Rjop1=0.0
Rjop2=0.0
Rjop3=0.0
Rj l 1 to t =0.0
R j l 2 to t =0.0
R j l 3 to t =0.0
Rzu fa l l =0.0
do kj=1, n o o f f i e l d v a l

Rgmr( kj )=0.
RgmrEnh( kj )=0.
Rfe ld ( k j )=0.
Rgmag( kj )=0.
xAverage ( kj ,1 )=0.
xAverage ( kj ,2 )=0.
xAverage ( kj ,3 )=0.
xAverage ( kj ,4 )=0.
xAverage ( kj ,5 )=0.
xAverage ( kj ,6 )=0.
RzeemanE( kj )=0.
RcouplingLE ( kj )=0.
RcouplingQE ( kj )=0.
RanisoE ( kj )=0.
RanisobiE ( kj )=0.
RanisoindE ( kj )=0.
RanisoindbE ( kj )=0.
RshapeE ( kj )=0.
RpinningE ( kj )=0.
RtotalE ( kj )=0.
Rangpath ( kj , 1 ,1 )=0 .
Rangpath ( kj , 1 ,2 )=0 .
Rangpath ( kj , 1 ,3 )=0 .
Rangpath ( kj , 1 ,4 )=0 .
Rangpath ( kj , 1 ,5 )=0 .
Rangpath ( kj , 1 ,6 )=0 .
Rangpath ( kj , 2 ,1 )=0 .
Rangpath ( kj , 2 ,2 )=0 .
Rangpath ( kj , 2 ,3 )=0 .
Rangpath ( kj , 2 ,4 )=0 .
Rangpath ( kj , 2 ,5 )=0 .
Rangpath ( kj , 2 ,6 )=0 .
Rangpath ( kj , 3 ,1 )=0 .
Rangpath ( kj , 3 ,2 )=0 .
Rangpath ( kj , 3 ,3 )=0 .
Rangpath ( kj , 3 ,4 )=0 .
Rangpath ( kj , 3 ,5 )=0 .
Rangpath ( kj , 3 ,6 )=0 .
Rangpath ( kj , 4 ,1 )=0 .
Rangpath ( kj , 4 ,2 )=0 .
Rangpath ( kj , 4 ,3 )=0 .
Rangpath ( kj , 4 ,4 )=0 .
Rangpath ( kj , 4 ,5 )=0 .
Rangpath ( kj , 4 ,6 )=0 .
Rangpath ( kj , 5 ,1 )=0 .
Rangpath ( kj , 5 ,2 )=0 .
Rangpath ( kj , 5 ,3 )=0 .
Rangpath ( kj , 5 ,4 )=0 .
Rangpath ( kj , 5 ,5 )=0 .
Rangpath ( kj , 5 ,6 )=0 .

end do

! c a l c u l a t i o n form f a c t o r s , an i s o t r o p y cons tan t s , orange p e e l cons tan t s , c o up l i n g con s t an t
! s e t t i n g dimension

Rxi=Rangles∗Pi /180 .
Rgamma=Ranglep∗Pi /180 .



153

ps i i nd=Ranglekind∗Pi /180 .

i f ( I j q f l a g . eq . 1 ) then
Rjq1=Rjqf1∗Rjl1
Rjq2=Rjqf2∗Rjl2
Rjq3=Rjqf3∗Rjl3

end i f

Rff=(SQRT(2∗Rlength /(Rwidth ∗∗ 3))−
∗ SQRT(2∗Rwidth /( Rlength ∗∗ 3 ) ) ) / Pi

Rkshape1=Rmsat1∗Rmsat1∗Rt1∗Rff
Rkshape2=Rmsat2∗Rmsat2∗Rt2∗Rff
Rkshape3=Rmsat3∗Rmsat3∗Rt3∗Rff
Rkshape4=Rmsat4∗Rmsat4∗Rt4∗Rff
Rkshape5=Rmsat5∗Rmsat5∗Rt5∗Rff

select case ( i n t ( I e f ) )

! t r i l a y e r
case (1 )

Rjop1=OPmodelA(Rt1+Rt2 , Rts1 , Rt3 ,
∗ (Rt1∗Rmsat1+Rt2∗Rmsat2 )/( Rt1+Rt2 ) , Rmsat3 )

N=2

! doub l ed t r i l a y e r
case (2 )

Rjop1=OPmodelA(Rt1+Rt2 , Rts1 , Rt3 ,
∗ (Rt1∗Rmsat1+Rt2∗Rmsat2 )/( Rt1+Rt2 ) , Rmsat3 )

Rjop2=OPmodelB(Rt3 , Rts2 , Rt4+Rt5 ,
∗ Rmsat3 , ( Rt4∗Rmsat4+Rt5∗Rmsat5 )/( Rt4+Rt5 ) )

N=3

! bottom s p i n v a l v e
case (3 )

Rjop1=OPmodelB(Rt1 , Rts1 , Rt2 , Rmsat1 , Rmsat2 )
N=2

! t op s p i n v a l v e
case (4 )

Rjop1=OPmodelA(Rt1+Rt2 , Rts1 , Rt3 ,
∗ (Rt1∗Rmsat1+Rt2∗Rmsat2 )/( Rt1+Rt2 ) , Rmsat3 )

N=2

! mu l t i l a y e r
case (5 )

Rjop1=OPmodelB(Rt1 , Rts1 , Rt2 , Rmsat1 , Rmsat2 )
Rjop2=OPmodelB(Rt2 , Rts2 , Rt1 , Rmsat2 , Rmsat1 )
N=2

! mu l t i l a y e r ( enh . )
case (6 )

Rjop1=OPmodelA(Rt1 , Rts1 , Rt2 , Rmsat1 , Rmsat2 )
Rjop2=OPmodelB(Rt2 , Rts2 , Rt3 , Rmsat2 , Rmsat3 )
Rjop3=OPmodelB(Rt3 , Rts3 , Rt3 , Rmsat3 , Rmsat3 )
N=6

end select

! f o r a l l energy f u n c t i o n s

i f ( I r kky f l a g . eq . 1 ) then
i f ( Rts1 . ne . 0 . ) then
Rjl1=Rao/Rts1/Rts1∗SIN(2∗Pi∗Rts1/Rlrkky+Rphase∗Pi /180)∗

∗ EXP(−Rts1/Rlo )
else
Rjl1 =0.

END i f
i f ( Rts2 . ne . 0 . ) then
Rjl2=Rao/Rts2/Rts2∗SIN(2∗Pi∗Rts2/Rlrkky+Rphase∗Pi /180)∗

∗ EXP(−Rts2/Rlo )
else
Rjl2 =0.

END i f
i f ( Rts3 . ne . 0 . ) then
Rjl3=Rao/Rts3/Rts3∗SIN(2∗Pi∗Rts3/Rlrkky+Rphase∗Pi /180)∗

∗ EXP(−Rts3/Rlo )
else
Rjl3 =0.

END i f
end i f
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Rj l 1 to t=Rjl1+Rjop1
Rj l 2 to t=Rjl2+Rjop2
Rj l 3 to t=Rjl3+Rjop3

! In t h e case o f a l l c on s t an t s b e i n g i d e n t i c a l in bo th l a y e r s t h e mimimizat ion
! r o u t i n e w i l l not f i n d t h e c o r r e c t pa th .

i f ( ( ( I e f . eq . 3 ) . or . ( I e f . eq . 5 ) . or . ( I e f . eq . 6 ) ) . and .
∗ (Rt1 . eq . Rt2 ) . and . ( Rmsat1 . eq . Rmsat2 ) . and .
∗ (Rk1 . eq . Rk2 ) . and . ( Rkb1 . eq . Rkb2 ) . and .
∗ ( Rkind1 . eq . Rkind2 ) ) then

Rt2=Rt2 ∗1.0001
write ( 2 2 ,∗ ) ’ t2 changed to = ’ ,Rt2 , ’ f o r numerical r easons . ’
write (22 ,∗ )

end i f

i f ( ( I e f . eq . 6 ) . and . ( Rt3 . eq . Rt2 ) . and .
∗ (Rmsat3 . eq . Rmsat2 ) . and .
∗ (Rk3 . eq . Rk2 ) . and . ( Rkb3 . eq . Rkb2 ) . and . ( Rkind3 . eq . Rkind2 )
∗ . and . ( R j l 3 to t . eq . R j l 2 to t ) . and . ( Rjq3 . eq . Rjq2 ) ) then

Rt3=Rt3 ∗1.0001
write ( 2 2 ,∗ ) ’ t3 changed to = ’ ,Rt3 , ’ f o r numerical r easons . ’
write (22 ,∗ )

end i f

al locate ( x (N) )

! w r i t i n g data to l o g f i l e
write(22,∗)’=========================================’
write ( 2 2 ,∗ ) ’ Ca lcu lated parameters ’
write(22,∗)’=========================================’
write ( 2 2 ,∗ ) ’ Msat1 = ’ ,Rmsat1 , ’ t1 = ’ ,Rt1 ,

∗ ’ Msat1 ∗ t1 = ’ ,Rmsat1∗Rt1
write ( 2 2 ,∗ ) ’ Msat2 = ’ ,Rmsat2 , ’ t2 = ’ ,Rt2 ,

∗ ’ Msat2 ∗ t2 = ’ ,Rmsat2∗Rt2
write ( 2 2 ,∗ ) ’ Msat3 = ’ ,Rmsat3 , ’ t3 = ’ ,Rt3 ,

∗ ’ Msat3 ∗ t3 = ’ ,Rmsat3∗Rt3
write ( 2 2 ,∗ ) ’ Msat4 = ’ ,Rmsat4 , ’ t4 = ’ ,Rt4 ,

∗ ’ Msat4 ∗ t4 = ’ ,Rmsat5∗Rt4
write ( 2 2 ,∗ ) ’ Msat5 = ’ ,Rmsat5 , ’ t5 = ’ ,Rt5 ,

∗ ’ Msat5 ∗ t5 = ’ ,Rmsat4∗Rt5
write (22 ,∗ )
write ( 2 2 ,∗ ) ’ JL1 = ’ , Rjl1 , ’ Jop1 = ’ ,Rjop1 ,

∗ ’ JL1tot = ’ , R j l 1 to t
write ( 2 2 ,∗ ) ’ JL2 = ’ , Rjl2 , ’ Jop2 = ’ ,Rjop2 ,

∗ ’ JL2tot = ’ , R j l 2 to t
write ( 2 2 ,∗ ) ’ JL3 = ’ , Rjl3 , ’ Jop3 = ’ ,Rjop3 ,

∗ ’ JL3tot = ’ , R j l 3 to t
write ( 2 2 ,∗ ) ’ JQ1 = ’ ,Rjq1
write ( 2 2 ,∗ ) ’ JQ2 = ’ ,Rjq2
write ( 2 2 ,∗ ) ’ JQ3 = ’ ,Rjq3
write (22 ,∗ )
write ( 2 2 ,∗ ) ’K1 = ’ ,Rk1 , ’ K1 ∗ t1 = ’ ,Rk1∗Rt1
write ( 2 2 ,∗ ) ’Kb1 = ’ ,Rkb1 , ’ Kb1 ∗ t1 = ’ ,Rkb1∗Rt1
write ( 2 2 ,∗ ) ’ Kind1 = ’ ,Rkind1 , ’ Kind1 ∗ t1 = ’ ,Rkind1∗Rt1
write ( 2 2 ,∗ ) ’ Kshape1 = ’ ,Rkshape1 , ’ Kshape1 ∗ t1 = ’ , Rkshape1∗Rt1
write ( 2 2 ,∗ ) ’K2 = ’ ,Rk2 , ’ K2 ∗ t2 = ’ ,Rk2∗Rt2
write ( 2 2 ,∗ ) ’Kb2 = ’ ,Rkb2 , ’ Kb2 ∗ t2 = ’ ,Rkb2∗Rt2
write ( 2 2 ,∗ ) ’ Kind2 = ’ ,Rkind2 , ’ Kind2 ∗ t2 = ’ ,Rkind2∗Rt2
write ( 2 2 ,∗ ) ’ Kindb2 = ’ ,Rkindb2 , ’ Kindb2 ∗ t2 = ’ ,Rkindb2∗Rt2
write ( 2 2 ,∗ ) ’ Kshape2 = ’ ,Rkshape2 , ’ Kshape2 ∗ t2 = ’ , Rkshape2∗Rt2
write ( 2 2 ,∗ ) ’K3 = ’ ,Rk3 , ’ K3 ∗ t3 = ’ ,Rk3∗Rt3
write ( 2 2 ,∗ ) ’Kb3 = ’ ,Rkb3 , ’ Kb3 ∗ t3 = ’ ,Rkb3∗Rt3
write ( 2 2 ,∗ ) ’ Kshape3 = ’ ,Rkshape3 , ’ Kshape3 ∗ t3 = ’ , Rkshape3∗Rt3
write ( 2 2 ,∗ ) ’ Kind3 = ’ ,Rkind3 , ’ Kind3 ∗ t3 = ’ ,Rkind3∗Rt3
write ( 2 2 ,∗ ) ’ Kindb3 = ’ ,Rkindb3 , ’ Kindb3 ∗ t3 = ’ ,Rkindb3∗Rt3
write ( 2 2 ,∗ ) ’K4 = ’ ,Rk4 , ’ K4 ∗ t4 = ’ ,Rk4∗Rt4
write ( 2 2 ,∗ ) ’Kb4 = ’ ,Rkb4 , ’ Kb4 ∗ t4 = ’ ,Rkb4∗Rt4
write ( 2 2 ,∗ ) ’ Kind4 = ’ ,Rkind4 , ’ Kind4 ∗ t4 = ’ ,Rkind4∗Rt4
write ( 2 2 ,∗ ) ’ Kindb4 = ’ ,Rkindb4 , ’ Kindb4 ∗ t4 = ’ ,Rkindb4∗Rt4
write ( 2 2 ,∗ ) ’ Kshape4 = ’ ,Rkshape4 , ’ Kshape4 ∗ t4 = ’ , Rkshape4∗Rt4
write ( 2 2 ,∗ ) ’K5 = ’ ,Rk5 , ’ K5 ∗ t5 = ’ ,Rk5∗Rt5
write ( 2 2 ,∗ ) ’Kb5 = ’ ,Rkb5 , ’ Kb5 ∗ t5 = ’ ,Rkb5∗Rt5
write ( 2 2 ,∗ ) ’ Kind5 = ’ ,Rkind5 , ’ Kind5 ∗ t5 = ’ ,Rkind5∗Rt5
write ( 2 2 ,∗ ) ’ Kindb5 = ’ ,Rkindb5 , ’ Kindb5 ∗ t5 = ’ ,Rkindb5∗Rt5
write ( 2 2 ,∗ ) ’ Kshape5 = ’ ,Rkshape5 , ’ Kshape5 ∗ t5 = ’ , Rkshape5∗Rt5
write(22,∗)’=========================================’
write (22 ,∗ )

ca l l DATE AND TIME(SDATE,STIME)
write ( 2 2 ,∗ ) ’ S ta r t i ng s imulat ion ! ’ , SDATE, ’ ’ , STIME( 1 : 4 )
CLOSE(22)
OPEN(UNIT=22 , FILE=f i l e 3 , POSITION=’append ’ , STATUS=’old ’ )

! E A S Y A X I S L O O P S T A R T S =================================

do 200 I p s i l a u f=in t ( p s i S t a r t ) , i n t ( psiEnd ) , i n t ( ps iStep )
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MM=MM+1
MMM=0
ps i=f l o a t ( I p s i l a u f )∗Pi /180.0

! f o r s e l e c t e d an g l e s o f t h e easy a x i s t h e ang l e path i s l o g g e d s e p e r a t e l y
l o g p s i =.FALSE.
IF ( (MOD( I p s i l a u f , 4 5 ) . eq . 0 ) .OR. ( I p s i l a u f . eq . p s i s t a r t ) ) then

l o g p s i =.TRUE.
Mpsi=Mpsi+1

END i f

write (∗ ,FMT=’(A15 , I3 , A13 , I4 ,A5 ) ’ ) ’ parameter s e t : ’ ,
∗ Ipa r l au f , ’ easy ax i s : ’ , I p s i l a u f , ’ deg . ’

! f i e l d l oop v i r g i n curve

! i n t r o d u c i n g a random d i s t r i b u t i o n a t z e ro f i e l d

do i=nn ,N
Call RANDOMNUMBER( Rzu fa l l )
x (nn)=Pi ∗((2∗ Rzu fa l l )−1)

end do

do i =0, i n t (Rmaxh) , i n t ( Rsteph )
Hfe ld=f l o a t ( i )
CALL frprmn (x ,N, f t o l , i t e r , f r e t )

i f ( I v i r g i n l o o p . eq . 1 ) then
MMM=MMM+1
Rgmr(MMM)=Rgmr(MMM)+RgmrContribution (x )
RgmrEnh(MMM)=RgmrEnh(MMM)+RgmrContributionEnh (x )
Rgmag(MMM)=Rgmag(MMM)+magnContribution (x )
Rfe ld (MMM)=Hfeld
RzeemanE(MMM)=RzeemanE(MMM)+RzeemanECon(x )
RcouplingLE (MMM)=RcouplingLE (MMM)+RcouplingLECon (x )
RcouplingQE (MMM)=RcouplingQE (MMM)+RcouplingQECon (x )
RanisoE (MMM)=RanisoE (MMM)+RanisoECon (x )
RanisobiE (MMM)=RanisobiE (MMM)+RanisobiECon (x )
RanisoindE (MMM)=RanisoindE (MMM)+RanisoindECon (x )
RanisoindbE (MMM)=RanisoindbE (MMM)+RanisoindbECon (x )
RshapeE (MMM)=RshapeE (MMM)+RshapeECon(x )
RpinningE (MMM)=RpinningE (MMM)+RpinningECon (x )

do nn=1,N
xAverage (MMM, nn)=xAverage (MMM, nn)−

∗ ((−1)∗∗nn)∗ACOS(COS(x (nn )))∗180/ Pi
end do

IF ( l o g p s i ) then
do nn=1,N

Rangpath (MMM, Mpsi , nn)=MODULO(x(nn ) ,2∗Pi )∗180 ./ Pi
i f ( Rangpath (MMM, Mpsi , nn ) . gt . 3 5 9 . 9 ) then

Rangpath (MMM, Mpsi , nn)=0.
end i f

end do
END i f

end i f

end do

! f i e l d l oop
do i=in t (Rmaxh) , i n t (Rminh ) , i n t (−Rsteph )

Hfe ld=f l o a t ( i )

CALL frprmn (x ,N, f t o l , i t e r , f r e t )
MMM=MMM+1
Rgmr(MMM)=Rgmr(MMM)+RgmrContribution (x )
RgmrEnh(MMM)=RgmrEnh(MMM)+RgmrContributionEnh (x )
Rgmag(MMM)=Rgmag(MMM)+magnContribution (x )
Rfe ld (MMM)=Hfeld
RzeemanE(MMM)=RzeemanE(MMM)+RzeemanECon(x )
RcouplingLE (MMM)=RcouplingLE (MMM)+RcouplingLECon (x )
RcouplingQE (MMM)=RcouplingQE (MMM)+RcouplingQECon (x )
RanisoE (MMM)=RanisoE (MMM)+RanisoECon (x )
RanisobiE (MMM)=RanisobiE (MMM)+RanisobiECon (x )
RanisoindE (MMM)=RanisoindE (MMM)+RanisoindECon (x )
RanisoindbE (MMM)=RanisoindbE (MMM)+RanisoindbECon (x )
RshapeE (MMM)=RshapeE (MMM)+RshapeECon(x )
RpinningE (MMM)=RpinningE (MMM)+RpinningECon (x )

do nn=1,N
xAverage (MMM, nn)=xAverage (MMM, nn)−

∗ ((−1)∗∗nn)∗ACOS(COS(x (nn )))∗180/ Pi
end do
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IF ( l o g p s i ) then
do nn=1,N

Rangpath (MMM, Mpsi , nn)=MODULO(x(nn ) ,2∗Pi )∗180 ./ Pi
i f ( Rangpath (MMM, Mpsi , nn ) . gt . 3 5 9 . 9 ) then

Rangpath (MMM, Mpsi , nn)=0.
end i f

end do
END i f

end do

! f i e l d l oop − r e t u rn
do i=in t (Rminh ) , i n t (Rmaxh) , i n t ( Rsteph )

Hfe ld=f l o a t ( i )

CALL frprmn (x ,N, f t o l , i t e r , f r e t )
MMM=MMM+1
Rgmr(MMM)=Rgmr(MMM)+RgmrContribution (x )
RgmrEnh(MMM)=RgmrEnh(MMM)+RgmrContributionEnh (x )
Rgmag(MMM)=Rgmag(MMM)+magnContribution (x )
Rfe ld (MMM)=Hfeld
RzeemanE(MMM)=RzeemanE(MMM)+RzeemanECon(x )
RcouplingLE (MMM)=RcouplingLE (MMM)+RcouplingLECon (x )
RcouplingQE (MMM)=RcouplingQE (MMM)+RcouplingQECon (x )
RanisoE (MMM)=RanisoE (MMM)+RanisoECon (x )
RanisobiE (MMM)=RanisobiE (MMM)+RanisobiECon (x )
RanisoindE (MMM)=RanisoindE (MMM)+RanisoindECon (x )
RanisoindbE (MMM)=RanisoindbE (MMM)+RanisoindbECon (x )
RshapeE (MMM)=RshapeE (MMM)+RshapeECon(x )
RpinningE (MMM)=RpinningE (MMM)+RpinningECon (x )

do nn=1,N
xAverage (MMM, nn)=xAverage (MMM, nn)−

∗ ((−1)∗∗nn)∗ACOS(COS(x (nn )))∗180/ Pi
end do

IF ( l o g p s i ) then
do nn=1,N

Rangpath (MMM, Mpsi , nn)=MODULO(x(nn ) ,2∗Pi )∗180 ./ Pi
i f ( Rangpath (MMM, Mpsi , nn ) . gt . 3 5 9 . 9 ) then

Rangpath (MMM, Mpsi , nn)=0.
end i f

end do
END i f

end do

200 continue
! E N D O F E A S Y A X I S L O O P==================================

! gene ra t e t h e ou tpu t f i l e s

ca l l DATE AND TIME(SDATE,STIME)
write ( 2 2 ,∗ ) ’ Writing data ! ’ , SDATE, ’ ’ , STIME( 1 : 4 )
write ( 2 2 , ∗ ) ; write (22 ,∗ )
formlog = ’ ’
write ( formlog , FMT=’(A2 , I2 ,A9) ’ )

∗ ’ (A’ , LEN TRIM( r f i l e ) , ’ , I3 . 3 ,A4) ’
write ( f i l e 1 , FMT=formlog ) r f i l e , Ipa r l au f , ’ . gmr ’
write ( f i l e 2 , FMT=formlog ) r f i l e , Ipa r l au f , ’ . ang ’
write ( f i l e 4 , FMT=formlog ) r f i l e , Ipa r l au f , ’ . egy ’
write ( f i l e 5 , FMT=formlog ) r f i l e , Ipa r l au f , ’ . pat ’

OPEN(UNIT=20,FILE=f i l e 1 ,STATUS=’ rep lace ’ )
OPEN(UNIT=21,FILE=f i l e 2 ,STATUS=’ rep lace ’ )
OPEN(UNIT=23,FILE=f i l e 4 ,STATUS=’ rep lace ’ )
OPEN(UNIT=24,FILE=f i l e 5 ,STATUS=’ rep lace ’ )

! f i l l i n g w i th data
do i =1,MMM,1

write (∗ ,FMT=’(A9 , F9 . 1 ,A3 ) ’ ) ’ f i e l d = ’ , Rfe ld ( i ) , ’ Oe ’

! number o f d i f f e r e n t easy axes
Asu=f l o a t (MM)

! GMR( Hext ) :
Rgmr( i )=Rgmr( i )/Asu
RgmrEnh( i )=RgmrEnh( i )/Asu
RgmrAbs=(Ragmr∗Rgmr( i ) )

! M(H) :
Rgmag( i )=Rgmag( i )/Asu

! ang l e path :
do nn=1,N

xAverage ( i , nn)=xAverage ( i , nn)/Asu
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end do

! e n e r g i e s ( a v e r a g in g and erg /cm2 −> uJ/m2)
RzeemanE( i )=RzeemanE( i )/Asu∗1000
RcouplingLE ( i )=RcouplingLE ( i )/Asu∗1000
RcouplingQE ( i )=RcouplingQE ( i )/Asu∗1000
RanisoE ( i )=RanisoE ( i )/Asu∗1000
RanisobiE ( i )=RanisobiE ( i )/Asu∗1000
RanisoindE ( i )=RanisoindE ( i )/Asu∗1000
RanisoindbE ( i )=RanisoindbE ( i )/Asu∗1000
RshapeE ( i )=RshapeE ( i )/Asu∗1000
RpinningE ( i )=RpinningE ( i )/Asu∗1000
RtotalE ( i )=RzeemanE( i )+RcouplingLE ( i )+RcouplingQE ( i )+

∗ RanisoE ( i )+RanisobiE ( i )+RanisoindE ( i )+
∗ RanisoindbE ( i )+RshapeE ( i )+RpinningE ( i )

i f ( ( i . gt . 2 ) .OR. ( I v i r g i n l o o p . eq . 0 ) ) then
write ( 20 ,∗ ) Rfe ld ( i ) ,Rgmr( i ) ,RgmrAbs ,RgmrEnh( i ) ,Rgmag( i )
z a h l s t r i n g = ’ ’
write ( z ah l s t r i ng ,FMT=’( I6 , 6F7 . 1 ) ’ ) INT( Rfe ld ( i ) ) ,

∗ xAverage ( i , 1 ) , xAverage ( i , 2 ) , xAverage ( i , 3 ) ,
∗ xAverage ( i , 4 ) , xAverage ( i , 5 ) , xAverage ( i , 6 )

write ( 21 ,∗ ) z a h l s t r i n g

! Rto ta lE ( i ) , RshapeE ( i ) , RpinningE ( i )
z ah l s t r i n g = ’ ’
write ( z ah l s t r i ng ,FMT=’( I6 ,10E12 . 4 ) ’ ) INT( Rfe ld ( i ) ) ,

∗ RtotalE ( i ) , RzeemanE( i ) , RcouplingLE ( i ) , RcouplingQE ( i ) ,
∗ RpinningE ( i ) , RanisoE ( i ) , RanisobiE ( i ) ,
∗ RanisoindE ( i ) , RanisoindbE ( i ) , RshapeE ( i )

write ( 23 ,∗ ) z a h l s t r i n g
end i f

z ah l s t r i n g = ’ ’
write ( z ah l s t r i ng ,FMT=’( I6 ,30F7 . 1 ) ’ )

∗ INT( Rfe ld ( i ) ) ,
∗ Rangpath ( i , 1 , 1 ) , Rangpath ( i , 1 , 2 ) , Rangpath ( i , 1 , 3 ) ,
∗ Rangpath ( i , 1 , 4 ) , Rangpath ( i , 1 , 5 ) , Rangpath ( i , 1 , 5 ) ,
∗ Rangpath ( i , 2 , 1 ) , Rangpath ( i , 2 , 2 ) , Rangpath ( i , 2 , 3 ) ,
∗ Rangpath ( i , 2 , 4 ) , Rangpath ( i , 2 , 5 ) , Rangpath ( i , 2 , 5 ) ,
∗ Rangpath ( i , 3 , 1 ) , Rangpath ( i , 3 , 2 ) , Rangpath ( i , 3 , 3 ) ,
∗ Rangpath ( i , 3 , 4 ) , Rangpath ( i , 3 , 5 ) , Rangpath ( i , 3 , 5 ) ,
∗ Rangpath ( i , 4 , 1 ) , Rangpath ( i , 4 , 2 ) , Rangpath ( i , 4 , 3 ) ,
∗ Rangpath ( i , 4 , 4 ) , Rangpath ( i , 4 , 5 ) , Rangpath ( i , 4 , 5 ) ,
∗ Rangpath ( i , 5 , 1 ) , Rangpath ( i , 5 , 2 ) , Rangpath ( i , 5 , 3 ) ,
∗ Rangpath ( i , 5 , 4 ) , Rangpath ( i , 5 , 5 ) , Rangpath ( i , 5 , 5 )

write ( 24 ,∗ ) z a h l s t r i n g
END do

CLOSE(20)
CLOSE(21)
CLOSE(23)
CLOSE(24)

i f ( I e p l o t . eq . 1 ) then
ca l l e p l o t f

end i f

write (∗ ,∗ ) ’RUN ’ , Ipa r l au f , ’ FINISHED ! ’

NULLIFY( x )
end do

! E N D O F B I G L O O P===============================================

ca l l DATE AND TIME(SDATE,STIME)
write ( 2 2 ,∗ ) ’ S imulat ion f i n i s h e d ! ’ , SDATE, ’ ’ , STIME( 1 : 4 )
close (22)
write (∗ ,∗ ) ’ D O N E ’

END

! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−END MAIN−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

!###########################S U B R O U T I N E S############################

!##########FUNCTION CALCULATING THE ENERGY AND ITS DERIVATIONS###############

! Energy f u n c t i o n s

function func (x )

COMMON / l ay e r / Rt1 , Rt2 , Rt3 , Rt4 , Rt5 , Rt6
COMMON / msat / Rmsat1 , Rmsat2 , Rmsat3 , Rmsat4 , Rmsat5
COMMON / coup l ing / Rj l1tot , Rj l2tot , Rj l3tot , Rjq1 , Rjq2 , Rjq3
COMMON / b ia s / Rjeb ,Rgamma
COMMON / ani / Rk1 ,Rk2 ,Rk3 ,Rk4 ,Rk5 , Rkb1 , Rkb2 , Rkb3 , Rkb4 , Rkb5
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COMMON / indan i / Rkind1 , Rkind2 , Rkind3 , Rkind4 , Rkind5 , p s i i nd
COMMON / indan ib i / Rkindb1 , Rkindb2 , Rkindb3 , Rkindb4 , Rkindb5
COMMON / kshape / Rkshape1 , Rkshape2 , Rkshape3 , Rkshape4 , Rkshape5 , Rxi
COMMON / s t a t e / I e f ,N, ps i , Hfeld , I sc , I p a r l a u f

REAL x (N)

select case ( i n t ( I e f ) )

! energy f un c t i o n f o r t r i l a y e r
case (1 )

R=−(Rmsat1∗Rt1+Rmsat2∗Rt2 )∗Hfeld∗COS(x(1))−
∗ Rmsat3∗Rt3∗Hfeld∗COS(x(2))+
∗ (Rk1∗Rt1+Rk2∗Rt2 )∗ ( SIN(x(1)− ps i )∗∗2.)+
∗ Rk3∗Rt3∗(SIN(x(2)− ps i )∗∗2.)+
∗ (Rkb1∗Rt1+Rkb2∗Rt2 )∗ ( SIN (2∗( x(1)− ps i ))∗∗2.)/4+
∗ Rkb3∗Rt3∗(SIN (2∗( x(2)− ps i ))∗∗2.)/4+
∗ ( Rkind1∗Rt1+Rkind2∗Rt2 )∗ ( SIN(x(1)− ps i i nd )∗∗2.)+
∗ Rkind3∗Rt3∗(SIN(x(2)− ps i i nd )∗∗2.)+
∗ (Rkindb1∗Rt1+Rkindb2∗Rt2 )∗ ( SIN (2∗( x(1)− ps i i nd ))∗∗2.)/4+
∗ Rkindb3∗Rt3∗(SIN (2∗( x(2)− ps i i nd ))∗∗2.)/4+
∗ ( Rkshape1∗Rt1+Rkshape2∗Rt2 )∗ ( SIN(x(1)−Rxi )∗∗2.)+
∗ Rkshape3∗Rt3∗(SIN(x(2)−Rxi )∗∗2.)−
∗ Rj l 1 to t ∗COS(x(2)−x(1))−
∗ Rjq1 ∗(COS(x(2)−x ( 1 ) )∗∗2 . )

! energy f un c t i o n f o r doub l ed t r i l a y e r
case (2 )

R=−(Rmsat1∗Rt1+Rmsat2∗Rt2 )∗Hfeld∗COS(x(1))−
∗ Rmsat3∗Rt3∗Hfeld∗COS(x(2))−
∗ (Rmsat4∗Rt4+Rmsat5∗Rt5 )∗Hfeld∗COS(x(3))+
∗ (Rk1∗Rt1+Rk2∗Rt2 )∗ ( SIN(x(1)− ps i )∗∗2.)+
∗ Rk3∗Rt3∗(SIN(x(2)− ps i )∗∗2.)+
∗ (Rk4∗Rt4+Rk5∗Rt5 )∗ ( SIN(x(3)− ps i )∗∗2.)+
∗ (Rkb1∗Rt1+Rkb2∗Rt2 )∗ ( SIN (2∗( x(1)− ps i ))∗∗2.)/4+
∗ Rkb3∗Rt3∗(SIN (2∗( x(2)− ps i ))∗∗2.)/4+
∗ (Rkb4∗Rt4+Rkb5∗Rt5 )∗ ( SIN (2∗( x(3)− ps i ))∗∗2.)/4+
∗ ( Rkind1∗Rt1+Rkind2∗Rt2 )∗ ( SIN(x(1)− ps i i nd )∗∗2.)+
∗ Rkind3∗Rt3∗(SIN(x(2)− ps i i nd )∗∗2.)+
∗ ( Rkind4∗Rt4+Rkind5∗Rt5 )∗ ( SIN(x(3)− ps i i nd )∗∗2.)+
∗ (Rkindb1∗Rt1+Rkindb2∗Rt2 )∗ ( SIN (2∗( x(1)− ps i i nd ))∗∗2.)/4+
∗ Rkindb3∗Rt3∗(SIN (2∗( x(2)− ps i i nd ))∗∗2.)/4+
∗ (Rkindb4∗Rt4+Rkindb5∗Rt5 )∗ ( SIN (2∗( x(3)− ps i i nd ))∗∗2.)/4+
∗ ( Rkshape1∗Rt1+Rkshape2∗Rt2 )∗ ( SIN(x(1)−Rxi )∗∗2.)+
∗ Rkshape3∗Rt3∗(SIN(x(2)−Rxi )∗∗2.)+
∗ ( Rkshape4∗Rt4+Rkshape5∗Rt5 )∗ ( SIN(x(3)−Rxi )∗∗2.)−
∗ Rj l 1 to t ∗COS(x(2)−x(1))−
∗ Rjq1 ∗(COS(x(2)−x (1))∗∗2.)−
∗ Rj l 2 to t ∗COS(x(2)−x(3))−
∗ Rjq2 ∗(COS(x(2)−x ( 3 ) )∗∗2 . )

! energy f un c t i o n f o r bottom s p i n v a l v e
case (3 )

R=−Rmsat1∗Rt1∗Hfeld∗COS(x(1))−
∗ Rmsat2∗Rt2∗Hfeld∗COS(x(2))+
∗ Rk1∗Rt1∗(SIN(x(1)− ps i )∗∗2.)+
∗ Rk2∗Rt2∗(SIN(x(2)− ps i )∗∗2.)+
∗ Rkb1∗Rt1∗(SIN (2∗( x(1)− ps i ))∗∗2.)/4+
∗ Rkb2∗Rt2∗(SIN (2∗( x(2)− ps i ))∗∗2.)/4+
∗ Rkind1∗Rt1∗(SIN(x(1)− ps i i nd )∗∗2.)+
∗ Rkind2∗Rt2∗(SIN(x(2)− ps i i nd )∗∗2.)+
∗ Rkindb1∗Rt1∗(SIN (2∗( x(1)− ps i i nd ))∗∗2.)/4+
∗ Rkindb2∗Rt2∗(SIN (2∗( x(2)− ps i i nd ))∗∗2.)/4+
∗ Rkshape1∗Rt1∗(SIN(x(1)−Rxi )∗∗2.)+
∗ Rkshape2∗Rt2∗(SIN(x(2)−Rxi )∗∗2.)−
∗ Rj l 1 to t ∗COS(x(2)−x(1))−
∗ Rjq1 ∗(COS(x(2)−x (1))∗∗2.)−
∗ Rjeb∗COS(x(1)−Rgamma)

! energy f un c t i o n f o r top s p i n v a l v e
case (4 )

R=−(Rmsat1∗Rt1+Rmsat2∗Rt2 )∗Hfeld∗COS(x(1))−
∗ Rmsat3∗Rt3∗Hfeld∗COS(x(2))+
∗ (Rk1∗Rt1+Rk2∗Rt2 )∗ ( SIN(x(1)− ps i )∗∗2.)+
∗ Rk3∗Rt3∗(SIN(x(2)− ps i )∗∗2.)+
∗ (Rkb1∗Rt1+Rkb2∗Rt2 )∗ ( SIN (2∗( x(1)− ps i ))∗∗2.)/4+
∗ Rkb3∗Rt3∗(SIN (2∗( x(2)− ps i ))∗∗2.)/4+
∗ ( Rkind1∗Rt1+Rkind2∗Rt2 )∗ ( SIN(x(1)− ps i i nd )∗∗2.)+
∗ Rkind3∗Rt3∗(SIN(x(2)− ps i i nd )∗∗2.)+
∗ (Rkindb1∗Rt1+Rkindb2∗Rt2 )∗ ( SIN (2∗( x(1)− ps i i nd ))∗∗2.)/4+
∗ Rkindb3∗Rt3∗(SIN (2∗( x(2)− ps i i nd ))∗∗2.)/4+
∗ ( Rkshape1∗Rt1+Rkshape2∗Rt2 )∗ ( SIN(x(1)−Rxi )∗∗2.)+
∗ Rkshape3∗Rt3∗(SIN(x(2)−Rxi )∗∗2.)−
∗ Rj l 1 to t ∗COS(x(2)−x(1))−
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∗ Rjq1 ∗(COS(x(2)−x (1))∗∗2.)−
∗ Rjeb∗COS(x(2)−Rgamma)

! energy f un c t i o n f o r mu l t i l a y e r
case (5 )

R=−Rmsat1∗Rt1∗Hfeld∗COS(x(1))−
∗ Rmsat2∗Rt2∗Hfeld∗COS(x(2))+
∗ Rk1∗Rt1∗(SIN(x(1)− ps i )∗∗2.)+
∗ Rk2∗Rt2∗(SIN(x(2)− ps i )∗∗2.)+
∗ Rkb1∗Rt1∗(SIN (2∗( x(1)− ps i ))∗∗2.)/4+
∗ Rkb2∗Rt2∗(SIN (2∗( x(2)− ps i ))∗∗2.)/4+
∗ Rkind1∗Rt1∗(SIN(x(1)− ps i i nd )∗∗2.)+
∗ Rkind2∗Rt2∗(SIN(x(2)− ps i i nd )∗∗2.)+
∗ Rkindb1∗Rt1∗(SIN (2∗( x(1)− ps i i nd ))∗∗2.)/4+
∗ Rkindb2∗Rt2∗(SIN (2∗( x(2)− ps i i nd ))∗∗2.)/4+
∗ Rkshape1∗Rt1∗(SIN(x(1)−Rxi )∗∗2.)+
∗ Rkshape2∗Rt2∗(SIN(x(2)−Rxi )∗∗2.)−
∗ Rj l 1 to t ∗COS(x(2)−x(1))−
∗ Rjq1 ∗(COS(x(2)−x (1))∗∗2.)−
∗ Rj l 2 to t ∗COS(x(2)−x(1))−
∗ Rjq2 ∗(COS(x(2)−x ( 1 ) )∗∗2 . )

! energy f un c t i o n f o r mu l t i l a y e r ( enh . )
case (6 )

R=−Rmsat1∗Rt1∗Hfeld∗COS(x(1))−
∗ Rmsat2∗Rt2∗Hfeld∗COS(x(2))−
∗ Rmsat3∗Rt3∗Hfeld∗COS(x(3))−
∗ I s c ∗Rmsat3∗Rt3∗Hfeld∗COS(x(4))−
∗ I s c ∗Rmsat3∗Rt3∗Hfeld∗COS(x(5))−
∗ Rmsat4∗Rt4∗Hfeld∗COS(x(6))+
∗ Rk1∗Rt1∗(SIN(x(1)− ps i )∗∗2.)+
∗ Rk2∗Rt2∗(SIN(x(2)− ps i )∗∗2.)+
∗ Rk3∗Rt3∗(SIN(x(3)− ps i )∗∗2.)+
∗ I s c ∗Rk3∗Rt3∗(SIN(x(4)− ps i )∗∗2.)+
∗ I s c ∗Rk3∗Rt3∗(SIN(x(5)− ps i )∗∗2.)+
∗ Rk4∗Rt4∗(SIN(x(6)− ps i )∗∗2.)+
∗ Rkb1∗Rt1∗(SIN (2∗( x(1)− ps i ))∗∗2.)/4+
∗ Rkb2∗Rt2∗(SIN (2∗( x(2)− ps i ))∗∗2.)/4+
∗ Rkb3∗Rt3∗(SIN (2∗( x(3)− ps i ))∗∗2.)/4+
∗ I s c ∗Rkb3∗Rt3∗(SIN (2∗( x(4)− ps i ))∗∗2.)/4+
∗ I s c ∗Rkb3∗Rt3∗(SIN (2∗( x(5)− ps i ))∗∗2.)/4+
∗ Rkb4∗Rt4∗(SIN (2∗( x(6)− ps i ))∗∗2.)/4+
∗ Rkind1∗Rt1∗(SIN(x(1)− ps i i nd )∗∗2.)+
∗ Rkind2∗Rt2∗(SIN(x(2)− ps i i nd )∗∗2.)+
∗ Rkind3∗Rt3∗(SIN(x(3)− ps i i nd )∗∗2.)+
∗ I s c ∗Rkind3∗Rt3∗(SIN(x(4)− ps i i nd )∗∗2.)+
∗ I s c ∗Rkind3∗Rt3∗(SIN(x(5)− ps i i nd )∗∗2.)+
∗ Rkind4∗Rt4∗(SIN(x(6)− ps i i nd )∗∗2.)+
∗ Rkindb1∗Rt1∗(SIN (2∗( x(1)− ps i i nd ))∗∗2.)/4+
∗ Rkindb2∗Rt2∗(SIN (2∗( x(2)− ps i i nd ))∗∗2.)/4+
∗ Rkindb3∗Rt3∗(SIN (2∗( x(3)− ps i i nd ))∗∗2.)/4+
∗ I s c ∗Rkindb3∗Rt3∗(SIN (2∗( x(4)− ps i i nd ))∗∗2.)/4+
∗ I s c ∗Rkindb3∗Rt3∗(SIN (2∗( x(5)− ps i i nd ))∗∗2.)/4+
∗ Rkindb4∗Rt4∗(SIN (2∗( x(6)− ps i i nd ))∗∗2.)/4+
∗ Rkshape1∗Rt1∗(SIN(x(1)−Rxi )∗∗2.)+
∗ Rkshape2∗Rt2∗(SIN(x(2)−Rxi )∗∗2.)+
∗ Rkshape3∗Rt3∗(SIN(x(3)−Rxi )∗∗2.)+
∗ I s c ∗Rkshape3∗Rt3∗(SIN(x(4)−Rxi )∗∗2.)+
∗ I s c ∗Rkshape3∗Rt3∗(SIN(x(5)−Rxi )∗∗2.)+
∗ Rkshape4∗Rt4∗(SIN(x(6)−Rxi )∗∗2.)−
∗ Rj l 1 to t ∗COS(x(2)−x(1))−
∗ Rjq1 ∗(COS(x(2)−x (1))∗∗2.)−
∗ Rj l 2 to t ∗COS(x(3)−x(2))−
∗ Rjq2 ∗(COS(x(3)−x (2))∗∗2.)−
∗ Rj l 3 to t ∗COS(x(4)−x(3))−
∗ Rjq3 ∗(COS(x(4)−x (3))∗∗2.)−
∗ (2∗ I sc −1)∗Rj l3 to t ∗COS(x(5)−x(4))−
∗ (2∗ I sc −1)∗Rjq3 ∗(COS(x(5)−x (4))∗∗2.)−
∗ Rj l 3 to t ∗COS(x(6)−x(5))−
∗ Rjq3 ∗(COS(x(6)−x ( 5 ) )∗∗2 . )

end select

func = R
end function func

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

! d e r i v a t i o n o f t h e energy f u n c t i o n s

subroutine dfunc (x , df )

COMMON / l ay e r / Rt1 , Rt2 , Rt3 , Rt4 , Rt5 , Rt6
COMMON / msat / Rmsat1 , Rmsat2 , Rmsat3 , Rmsat4 , Rmsat5
COMMON / coup l ing / Rj l1tot , Rj l2tot , Rj l3tot , Rjq1 , Rjq2 , Rjq3
COMMON / b ia s / Rjeb ,Rgamma
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COMMON / ani / Rk1 ,Rk2 ,Rk3 ,Rk4 ,Rk5 , Rkb1 , Rkb2 , Rkb3 , Rkb4 , Rkb5
COMMON / indan i / Rkind1 , Rkind2 , Rkind3 , Rkind4 , Rkind5 , p s i i nd
COMMON / indan ib i / Rkindb1 , Rkindb2 , Rkindb3 , Rkindb4 , Rkindb5
COMMON / kshape / Rkshape1 , Rkshape2 , Rkshape3 , Rkshape4 , Rkshape5 , Rxi
COMMON / s t a t e / I e f ,N, ps i , Hfeld , I sc , I p a r l a u f

REAL x (N) , df (N)

select case ( i n t ( I e f ) )

! d e r i v a t i o n s o f energy f un c t i o n f o r t r i l a y e r
case (1 )

df (1)=(Rmsat1∗Rt1+Rmsat2∗Rt2 )∗Hfeld∗SIN(x(1))+
∗ 2∗(Rk1∗Rt1+Rk2∗Rt2 )∗SIN(x(1)− ps i )∗COS(x(1)− ps i )+
∗ (Rkb1∗Rt1+Rkb2∗Rt2 )∗SIN (2∗( x(1)− ps i ) )∗COS(2∗( x(1)− ps i ))+
∗ 2∗(Rkind1∗Rt1+Rkind2∗Rt2 )∗SIN(x(1)− ps i i nd )∗COS(x(1)− ps i i nd )+
∗ (Rkindb1∗Rt1+Rkindb2∗Rt2 )∗
∗ SIN (2∗( x(1)− ps i i nd ))∗COS(2∗( x(1)− ps i i nd ))+
∗ 2∗(Rkshape1∗Rt1+Rkshape2∗Rt2 )∗SIN(x(1)−Rxi )∗COS(x(1)−Rxi)−
∗ Rj l 1 to t ∗SIN(x(2)−x(1))−
∗ 2∗Rjq1∗COS(x(2)−x (1 ) )∗ SIN(x(2)−x ( 1 ) )

df (2)=Rmsat3∗Rt3∗Hfeld∗SIN(x(2))+
∗ 2∗Rk3∗Rt3∗SIN(x(2)− ps i )∗COS(x(2)− ps i )+
∗ Rkb3∗Rt3∗SIN (2∗( x(2)− ps i ) )∗COS(2∗( x(2)− ps i ))+
∗ 2∗Rkind3∗Rt3∗SIN(x(2)− ps i i nd )∗COS(x(2)− ps i i nd )+
∗ Rkindb3∗Rt3∗SIN (2∗( x(2)− ps i i nd ))∗COS(2∗( x(2)− ps i i nd ))+
∗ 2∗Rkshape3∗Rt3∗SIN(x(2)−Rxi )∗COS(x(2)−Rxi)+
∗ Rj l 1 to t ∗SIN(x(2)−x(1))+
∗ 2∗Rjq1∗COS(x(2)−x (1 ) )∗ SIN(x(2)−x ( 1 ) )

! d e r i v a t i o n s o f energy f un c t i o n f o r doub l ed t r i l a y e r
case (2 )

df (1)=(Rmsat1∗Rt1+Rmsat2∗Rt2 )∗Hfeld∗SIN(x(1))+
∗ 2∗(Rk1∗Rt1+Rk2∗Rt2 )∗SIN(x(1)− ps i )∗COS(x(1)− ps i )+
∗ (Rkb1∗Rt1+Rkb2∗Rt2 )∗SIN (2∗( x(1)− ps i ) )∗COS(2∗( x(1)− ps i ))+
∗ 2∗(Rkind1∗Rt1+Rkind2∗Rt2 )∗SIN(x(1)− ps i i nd )∗COS(x(1)− ps i i nd )+
∗ (Rkindb1∗Rt1+Rkindb2∗Rt2 )∗
∗ SIN (2∗( x(1)− ps i i nd ))∗COS(2∗( x(1)− ps i i nd ))+
∗ 2∗(Rkshape1∗Rt1+Rkshape2∗Rt2 )∗SIN(x(1)−Rxi )∗COS(x(1)−Rxi)−
∗ Rj l1 to t ∗SIN(x(2)−x(1))−
∗ 2∗Rjq1∗COS(x(2)−x (1 ) )∗ SIN(x(2)−x ( 1 ) )

df (2)=Rmsat3∗Rt3∗Hfeld∗SIN(x(2))+
∗ 2∗Rk3∗Rt3∗SIN(x(2)− ps i )∗COS(x(2)− ps i )+
∗ Rkb3∗Rt3∗SIN (2∗( x(2)− ps i ) )∗COS(2∗( x(2)− ps i ))+
∗ 2∗Rkind3∗Rt3∗SIN(x(2)− ps i i nd )∗COS(x(2)− ps i i nd )+
∗ Rkindb3∗Rt3∗SIN (2∗( x(2)− ps i i nd ))∗COS(2∗( x(2)− ps i i nd ))+
∗ 2∗Rkshape3∗Rt3∗SIN(x(2)−Rxi )∗COS(x(2)−Rxi)+
∗ Rj l 1 to t ∗SIN(x(2)−x(1))+
∗ 2∗Rjq1∗COS(x(2)−x (1 ) )∗ SIN(x(2)−x(1))+
∗ Rj l 2 to t ∗SIN(x(2)−x(3))+
∗ 2∗Rjq2∗COS(x(2)−x (3 ) )∗ SIN(x(2)−x ( 3 ) )

df (3)=(Rmsat4∗Rt4+Rmsat5∗Rt5 )∗Hfeld∗SIN(x(3))+
∗ 2∗(Rk4∗Rt4+Rk5∗Rt5 )∗SIN(x(3)− ps i )∗COS(x(3)− ps i )+
∗ (Rkb4∗Rt4+Rkb5∗Rt5 )∗SIN (2∗( x(3)− ps i ) )∗COS(2∗( x(3)− ps i ))+
∗ 2∗(Rkind4∗Rt4+Rkind5∗Rt5 )∗SIN(x(3)− ps i i nd )∗COS(x(3)− ps i i nd )+
∗ (Rkindb4∗Rt4+Rkindb5∗Rt5 )∗
∗ SIN (2∗( x(3)− ps i i nd ))∗COS(2∗( x(3)− ps i i nd ))+
∗ 2∗(Rkshape4∗Rt4+Rkshape5∗Rt5 )∗SIN(x(3)−Rxi )∗COS(x(3)−Rxi)−
∗ Rj l 2 to t ∗SIN(x(2)−x(3))−
∗ 2∗Rjq2∗COS(x(2)−x (3 ) )∗ SIN(x(2)−x ( 3 ) )

! d e r i v a t i o n s o f energy f un c t i o n f o r bottom s p i n v a l v e
case (3 )

df (1)=Rmsat1∗Rt1∗Hfeld∗SIN(x(1))+
∗ 2∗Rk1∗Rt1∗SIN(x(1)− ps i )∗COS(x(1)− ps i )+
∗ Rkb1∗Rt1∗SIN (2∗( x(1)− ps i ) )∗COS(2∗( x(1)− ps i ))+
∗ 2∗Rkind1∗Rt1∗SIN(x(1)− ps i i nd )∗COS(x(1)− ps i i nd )+
∗ Rkindb1∗Rt1∗SIN (2∗( x(1)− ps i i nd ))∗COS(2∗( x(1)− ps i i nd ))+
∗ 2∗Rkshape1∗Rt1∗SIN(x(1)−Rxi )∗COS(x(1)−Rxi)−
∗ Rj l 1 to t ∗SIN(x(2)−x(1))−
∗ 2∗Rjq1∗COS(x(2)−x (1 ) )∗ SIN(x(2)−x(1))+
∗ Rjeb∗SIN(x(1)−Rgamma)

df (2)=Rmsat2∗Rt2∗Hfeld∗SIN(x(2))+
∗ 2∗Rk2∗Rt2∗SIN(x(2)− ps i )∗COS(x(2)− ps i )+
∗ Rkb2∗Rt2∗SIN (2∗( x(2)− ps i ) )∗COS(2∗( x(2)− ps i ))+
∗ 2∗Rkind2∗Rt2∗SIN(x(2)− ps i i nd )∗COS(x(2)− ps i i nd )+
∗ Rkindb2∗Rt2∗SIN (2∗( x(2)− ps i i nd ))∗COS(2∗( x(2)− ps i i nd ))+
∗ 2∗Rkshape2∗Rt2∗SIN(x(2)−Rxi )∗COS(x(2)−Rxi)+
∗ Rj l 1 to t ∗SIN(x(2)−x(1))+
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∗ 2∗Rjq1∗COS(x(2)−x (1 ) )∗ SIN(x(2)−x ( 1 ) )

! d e r i v a t i o n s o f energy f un c t i o n f o r top s p i n v a l v e

case (4 )

df (1)=(Rmsat1∗Rt1+Rmsat2∗Rt2 )∗Hfeld∗SIN(x(1))+
∗ 2∗(Rk1∗Rt1+Rk2∗Rt2 )∗SIN(x(1)− ps i )∗COS(x(1)− ps i )+
∗ (Rkb1∗Rt1+Rkb2∗Rt2 )∗SIN (2∗( x(1)− ps i ) )∗COS(2∗( x(1)− ps i ))+
∗ 2∗(Rkind1∗Rt1+Rkind2∗Rt2 )∗SIN(x(1)− ps i i nd )∗COS(x(1)− ps i i nd )+
∗ (Rkindb1∗Rt1+Rkindb2∗Rt2 )∗
∗ SIN (2∗( x(1)− ps i i nd ))∗COS(2∗( x(1)− ps i i nd ))+
∗ 2∗(Rkshape1∗Rt1+Rkshape2∗Rt2 )∗SIN(x(1)−Rxi )∗COS(x(1)−Rxi)−
∗ Rj l 1 to t ∗SIN(x(2)−x(1))−
∗ 2∗Rjq1∗COS(x(2)−x (1 ) )∗ SIN(x(2)−x ( 1 ) )

df (2)=Rmsat3∗Rt3∗Hfeld∗SIN(x(2))+
∗ 2∗Rk3∗Rt3∗SIN(x(2)− ps i )∗COS(x(2)− ps i )+
∗ Rkb3∗Rt3∗SIN (2∗( x(2)− ps i ) )∗COS(2∗( x(2)− ps i ))+
∗ 2∗Rkind3∗Rt3∗SIN(x(2)− ps i i nd )∗COS(x(2)− ps i i nd )+
∗ Rkindb3∗Rt3∗SIN (2∗( x(2)− ps i i nd ))∗COS(2∗( x(2)− ps i i nd ))+
∗ 2∗Rkshape3∗Rt3∗SIN(x(2)−Rxi )∗COS(x(2)−Rxi)+
∗ Rj l 1 to t ∗SIN(x(2)−x(1))+
∗ 2∗Rjq1∗COS(x(2)−x (1 ) )∗ SIN(x(2)−x(1))+
∗ Rjeb∗SIN(x(2)−Rgamma)

! d e r i v a t i o n s o f energy f un c t i o n f o r mu l t i l a y e r
case (5 )

df (1)=Rmsat1∗Rt1∗Hfeld∗SIN(x(1))+
∗ 2∗Rk1∗Rt1∗SIN(x(1)− ps i )∗COS(x(1)− ps i )+
∗ Rkb1∗Rt1∗SIN (2∗( x(1)− ps i ) )∗COS(2∗( x(1)− ps i ))+
∗ 2∗Rkind1∗Rt1∗SIN(x(1)− ps i i nd )∗COS(x(1)− ps i i nd )+
∗ Rkindb1∗Rt1∗SIN (2∗( x(1)− ps i i nd ))∗COS(2∗( x(1)− ps i i nd ))+
∗ 2∗Rkshape1∗Rt1∗SIN(x(1)−Rxi )∗COS(x(1)−Rxi)−
∗ Rj l 1 to t ∗SIN(x(2)−x(1))−
∗ 2∗Rjq1∗COS(x(2)−x (1 ) )∗ SIN(x(2)−x(1))−
∗ Rj l 2 to t ∗SIN(x(2)−x(1))−
∗ 2∗Rjq2∗COS(x(2)−x (1 ) )∗ SIN(x(2)−x ( 1 ) )

df (2)=Rmsat2∗Rt2∗Hfeld∗SIN(x(2))+
∗ 2∗Rk2∗Rt2∗SIN(x(2)− ps i )∗COS(x(2)− ps i )+
∗ Rkb2∗Rt2∗SIN (2∗( x(2)− ps i ) )∗COS(2∗( x(2)− ps i ))+
∗ 2∗Rkind2∗Rt2∗SIN(x(2)− ps i i nd )∗COS(x(2)− ps i i nd )+
∗ Rkindb2∗Rt2∗SIN (2∗( x(2)− ps i i nd ))∗COS(2∗( x(2)− ps i i nd ))+
∗ 2∗Rkshape2∗Rt2∗SIN(x(2)−Rxi )∗COS(x(2)−Rxi)+
∗ Rj l 1 to t ∗SIN(x(2)−x(1))+
∗ 2∗Rjq1∗COS(x(2)−x (1 ) )∗ SIN(x(2)−x(1))+
∗ Rj l 2 to t ∗SIN(x(2)−x(1))+
∗ 2∗Rjq2∗COS(x(2)−x (1 ) )∗ SIN(x(2)−x ( 1 ) )

! d e r i v a t i o n s o f energy f un c t i o n f o r mu l t i l a y e r ( enh . )
case (6 )

df (1)=Rmsat1∗Rt1∗Hfeld∗SIN(x(1))+
∗ 2∗Rk1∗Rt1∗SIN(x(1)− ps i )∗COS(x(1)− ps i )+
∗ Rkb1∗Rt1∗SIN (2∗( x(1)− ps i ) )∗COS(2∗( x(1)− ps i ))+
∗ 2∗Rkind1∗Rt1∗SIN(x(1)− ps i i nd )∗COS(x(1)− ps i i nd )+
∗ Rkindb1∗Rt1∗SIN (2∗( x(1)− ps i i nd ))∗COS(2∗( x(1)− ps i i nd ))+
∗ 2∗Rkshape1∗Rt1∗SIN(x(1)−Rxi )∗COS(x(1)−Rxi)−
∗ Rj l 1 to t ∗SIN(x(2)−x(1))−
∗ 2∗Rjq1∗COS(x(2)−x (1 ) )∗ SIN(x(2)−x ( 1 ) )

df (2)=Rmsat2∗Rt2∗Hfeld∗SIN(x(2))+
∗ 2∗Rk2∗Rt2∗SIN(x(2)− ps i )∗COS(x(2)− ps i )+
∗ Rkb2∗Rt2∗SIN (2∗( x(2)− ps i ) )∗COS(2∗( x(2)− ps i ))+
∗ 2∗Rkind2∗Rt2∗SIN(x(2)− ps i i nd )∗COS(x(2)− ps i i nd )+
∗ Rkindb2∗Rt2∗SIN (2∗( x(2)− ps i i nd ))∗COS(2∗( x(2)− ps i i nd ))+
∗ 2∗Rkshape2∗Rt2∗SIN(x(2)−Rxi )∗COS(x(2)−Rxi)+
∗ Rj l 1 to t ∗SIN(x(2)−x(1))+
∗ 2∗Rjq1∗COS(x(2)−x (1 ) )∗ SIN(x(2)−x(1))−
∗ Rj l 2 to t ∗SIN(x(3)−x(2))−
∗ 2∗Rjq2∗COS(x(3)−x (2 ) )∗ SIN(x(3)−x ( 2 ) )

df (3)=Rmsat3∗Rt3∗Hfeld∗SIN(x(3))+
∗ 2∗Rk3∗Rt3∗SIN(x(3)− ps i )∗COS(x(3)− ps i )+
∗ Rkb3∗Rt3∗SIN (2∗( x(3)− ps i ) )∗COS(2∗( x(3)− ps i ))+
∗ 2∗Rkind3∗Rt3∗SIN(x(3)− ps i i nd )∗COS(x(3)− ps i i nd )+
∗ Rkindb3∗Rt3∗SIN (2∗( x(3)− ps i i nd ))∗COS(2∗( x(3)− ps i i nd ))+
∗ 2∗Rkshape3∗Rt3∗SIN(x(3)−Rxi )∗COS(x(3)−Rxi)+
∗ Rj l 2 to t ∗SIN(x(3)−x(2))+
∗ 2∗Rjq2∗COS(x(3)−x (2 ) )∗ SIN(x(3)−x(2))−
∗ Rj l 3 to t ∗SIN(x(4)−x(3))−
∗ 2∗Rjq3∗COS(x(4)−x (3 ) )∗ SIN(x(4)−x ( 3 ) )

df (4)= I s c ∗Rmsat3∗Rt3∗Hfeld∗SIN(x(4))+
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∗ I s c ∗2∗Rk3∗Rt3∗SIN(x(4)− ps i )∗COS(x(4)− ps i )+
∗ I s c ∗Rkb3∗Rt3∗SIN (2∗( x(4)− ps i ) )∗COS(2∗( x(4)− ps i ))+
∗ I s c ∗2∗Rkind3∗Rt3∗SIN(x(4)− ps i i nd )∗COS(x(4)− ps i i nd )+
∗ I s c ∗Rkindb3∗Rt3∗SIN (2∗( x(4)− ps i i nd ))∗COS(2∗( x(4)− ps i i nd ))+
∗ I s c ∗2∗Rkshape3∗Rt3∗SIN(x(4)−Rxi )∗COS(x(4)−Rxi)+
∗ Rj l 3 to t ∗SIN(x(4)−x(3))+
∗ 2∗Rjq3∗COS(x(4)−x (3 ) )∗ SIN(x(4)−x(3))−
∗ (2∗ I sc −1)∗Rj l 3 to t ∗SIN(x(5)−x(4))−
∗ (2∗ I sc −1)∗2∗Rjq3∗COS(x(5)−x (4 ) )∗ SIN(x(5)−x ( 4 ) )

df (5)= I s c ∗Rmsat3∗Rt3∗Hfeld∗SIN(x(5))+
∗ I s c ∗2∗Rk3∗Rt3∗SIN(x(5)− ps i )∗COS(x(5)− ps i )+
∗ I s c ∗Rkb3∗Rt3∗SIN (2∗( x(5)− ps i ) )∗COS(2∗( x(5)− ps i ))+
∗ I s c ∗2∗Rkind3∗Rt3∗SIN(x(5)− ps i i nd )∗COS(x(5)− ps i i nd )+
∗ I s c ∗Rkindb3∗Rt3∗SIN (2∗( x(5)− ps i i nd ))∗COS(2∗( x(5)− ps i i nd ))+
∗ I s c ∗2∗Rkshape3∗Rt3∗SIN(x(5)−Rxi )∗COS(x(5)−Rxi)+
∗ (2∗ I sc −1)∗Rj l 3 to t ∗SIN(x(5)−x(4))+
∗ (2∗ I sc −1)∗2∗Rjq3∗COS(x(5)−x (4 ) )∗ SIN(x(5)−x(4))−
∗ Rj l 3 to t ∗SIN(x(6)−x(5))−
∗ 2∗Rjq3∗COS(x(6)−x (5 ) )∗ SIN(x(6)−x ( 5 ) )

df (6)=Rmsat4∗Rt4∗Hfeld∗SIN(x(6))+
∗ 2∗Rk4∗Rt4∗SIN(x(6)− ps i )∗COS(x(6)− ps i )+
∗ Rkb4∗Rt4∗SIN (2∗( x(6)− ps i ) )∗COS(2∗( x(6)− ps i ))+
∗ 2∗Rkind4∗Rt4∗SIN(x(6)− ps i i nd )∗COS(x(6)− ps i i nd )+
∗ Rkindb4∗Rt4∗SIN (2∗( x(6)− ps i i nd ))∗COS(2∗( x(6)− ps i i nd ))+
∗ 2∗Rkshape4∗Rt4∗SIN(x(6)−Rxi )∗COS(x(6)−Rxi)+
∗ Rj l 3 to t ∗SIN(x(6)−x(5))+
∗ 2∗Rjq3∗COS(x(6)−x (5 ) )∗ SIN(x(6)−x ( 5 ) )

end select

return

end subroutine dfunc

!##########FUNCTIONS CALCULATING DIFFERENT ENERGY CONTRIBUTIONS##############

function RzeemanECon(x )
COMMON / l ay e r / Rt1 , Rt2 , Rt3 , Rt4 , Rt5 , Rt6
COMMON / msat / Rmsat1 , Rmsat2 , Rmsat3 , Rmsat4 , Rmsat5
COMMON / s t a t e / I e f ,N, ps i , Hfeld , I sc , I p a r l a u f
REAL x (N)

select case ( i n t ( I e f ) )
! energy c o n t r i b u t i o n f o r t r i l a y e r , top s p i n v a l v e

case (1 , 4 )
RzeemanECon=−(Rmsat1∗Rt1+Rmsat2∗Rt2 )∗Hfeld∗COS(x(1))−

∗ Rmsat3∗Rt3∗Hfeld∗COS(x ( 2 ) )
! energy c o n t r i b u t i o n f o r doub l ed t r i l a y e r

case (2 )
RzeemanECon=−(Rmsat1∗Rt1+Rmsat2∗Rt2 )∗Hfeld∗COS(x(1))−

∗ Rmsat3∗Rt3∗Hfeld∗COS(x(2))−
∗ (Rmsat4∗Rt4+Rmsat5∗Rt5 )∗Hfeld∗COS(x ( 3 ) )

! energy c o n t r i b u t i o n f o r bottom sp i n v a l v e , mu l t i l a y e r
case (3 , 5 )

RzeemanECon=−Rmsat1∗Rt1∗Hfeld∗COS(x(1))−
∗ Rmsat2∗Rt2∗Hfeld∗COS(x ( 2 ) )

! energy c o n t r i b u t i o n f o r mu l t i l a y e r ( enh . )
case (6 )

RzeemanECon=−Rmsat1∗Rt1∗Hfeld∗COS(x(1))−
∗ Rmsat2∗Rt2∗Hfeld∗COS(x(2))−
∗ Rmsat3∗Rt3∗Hfeld∗COS(x(3))−
∗ I s c ∗Rmsat3∗Rt3∗Hfeld∗COS(x(4))−
∗ I s c ∗Rmsat3∗Rt3∗Hfeld∗COS(x(5))−
∗ Rmsat4∗Rt4∗Hfeld∗COS(x ( 6 ) )

end select
END function RzeemanECon

!−−−−−−−−−−−−−−−−−−

function RcouplingLECon (x )
COMMON / coup l ing / Rj l1tot , Rj l2tot , Rj l3tot , Rjq1 , Rjq2 , Rjq3
COMMON / b ia s / Rjeb ,Rgamma
COMMON / s t a t e / I e f ,N, ps i , Hfeld , I sc , I p a r l a u f
REAL x (N)

select case ( i n t ( I e f ) )
! energy c o n t r i b u t i o n f o r t r i l a y e r , bottom sp i n v a l v e , top s p i n v a l v e

case ( 1 , 3 , 4 )
RcouplingLECon=−Rj l1 to t ∗COS(x(2)−x ( 1 ) )

! energy c o n t r i b u t i o n f o r doub l ed t r i l a y e r
case (2 )

RcouplingLECon=−Rj l1 to t ∗COS(x(2)−x(1))−
∗ Rj l2 to t ∗COS(x(2)−x ( 3 ) )

! energy c o n t r i b u t i o n f o r mu l t i l a y e r
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case (5 )
RcouplingLECon=−Rj l 1 to t ∗COS(x(2)−x(1))−

∗ Rj l 2 to t ∗COS(x(2)−x ( 1 ) )

! energy c o n t r i b u t i o n f o r mu l t i l a y e r ( enh . )
case (6 )

RcouplingLECon=−Rj l 1 to t ∗COS(x(2)−x(1))−
∗ Rj l 2 to t ∗COS(x(3)−x(2))−
∗ Rj l 3 to t ∗COS(x(4)−x(3))−
∗ (2∗ I sc −1)∗Rj l 3 to t ∗COS(x(5)−x(4))−
∗ Rj l 3 to t ∗COS(x(6)−x ( 5 ) )

end select
END function RcouplingLECon

!−−−−−−−−−−−−−−−−−−

function RcouplingQECon (x )
COMMON / coup l ing / Rj l1tot , Rj l2tot , Rj l3tot , Rjq1 , Rjq2 , Rjq3
COMMON / b ia s / Rjeb ,Rgamma
COMMON / s t a t e / I e f ,N, ps i , Hfeld , I sc , I p a r l a u f
REAL x (N)

select case ( i n t ( I e f ) )
! energy c o n t r i b u t i o n f o r t r i l a y e r , bottom sp i n v a l v e , top s p i n v a l v e

case ( 1 , 3 , 4 )
RcouplingQECon=−Rjq1 ∗(COS(x(2)−x ( 1 ) )∗∗2 . )

! energy c o n t r i b u t i o n f o r doub l ed t r i l a y e r
case (2 )

RcouplingQECon=−Rjq1 ∗(COS(x(2)−x (1))∗∗2.)−
∗ Rjq2 ∗(COS(x(2)−x ( 3 ) )∗∗2 . )

! energy c o n t r i b u t i o n f o r mu l t i l a y e r
case (5 )

RcouplingQECon=−Rjq1 ∗(COS(x(2)−x (1))∗∗2.)−
∗ Rjq2 ∗(COS(x(2)−x ( 1 ) )∗∗2 . )

! energy c o n t r i b u t i o n f o r mu l t i l a y e r ( enh . )
case (6 )

RcouplingQECon=−Rjq1 ∗(COS(x(2)−x (1))∗∗2.)−
∗ Rjq2 ∗(COS(x(3)−x (2))∗∗2.)−
∗ Rjq3 ∗(COS(x(4)−x (3))∗∗2.)−
∗ (2∗ I sc −1)∗Rjq3 ∗(COS(x(5)−x (4))∗∗2.)−
∗ Rjq3 ∗(COS(x(6)−x ( 5 ) )∗∗2 . )

end select
END function RcouplingQECon

!−−−−−−−−−−−−−−−−−−

function RanisoECon (x )
COMMON / l ay e r / Rt1 , Rt2 , Rt3 , Rt4 , Rt5 , Rt6
COMMON / ani / Rk1 ,Rk2 ,Rk3 ,Rk4 ,Rk5 , Rkb1 , Rkb2 , Rkb3 , Rkb4 , Rkb5
COMMON / s t a t e / I e f ,N, ps i , Hfeld , I sc , I p a r l a u f
REAL x (N)

select case ( i n t ( I e f ) )
! energy c o n t r i b u t i o n f o r t r i l a y e r , top s p i n v a l v e

case (1 , 4 )
RanisoECon=(Rk1∗Rt1+Rk2∗Rt2 )∗ ( SIN(x(1)− ps i )∗∗2.)+

∗ Rk3∗Rt3∗(SIN(x(2)− ps i )∗∗2 . )
! energy c o n t r i b u t i o n f o r doub l ed t r i l a y e r

case (2 )
RanisoECon=(Rk1∗Rt1+Rk2∗Rt2 )∗ ( SIN(x(1)− ps i )∗∗2.)+

∗ Rk3∗Rt3∗(SIN(x(2)− ps i )∗∗2.)+
∗ (Rk4∗Rt4+Rk5∗Rt5 )∗ ( SIN(x(3)− ps i )∗∗2 . )

! energy c o n t r i b u t i o n f o r bottom sp i n v a l v e , mu l t i l a y e r
case (3 , 5 )

RanisoECon=Rk1∗Rt1∗(SIN(x(1)− ps i )∗∗2.)+
∗ Rk2∗Rt2∗(SIN(x(2)− ps i )∗∗2 . )

! energy c o n t r i b u t i o n f o r mu l t i l a y e r ( enh . )
case (6 )

RanisoECon=Rk1∗Rt1∗(SIN(x(1)− ps i )∗∗2.)+
∗ Rk2∗Rt2∗(SIN(x(2)− ps i )∗∗2.)+
∗ Rk3∗Rt3∗(SIN(x(3)− ps i )∗∗2.)+
∗ I s c ∗Rk3∗Rt3∗(SIN(x(4)− ps i )∗∗2.)+
∗ I s c ∗Rk3∗Rt3∗(SIN(x(5)− ps i )∗∗2.)+
∗ Rk4∗Rt4∗(SIN(x(6)− ps i )∗∗2 . )

end select
END function RanisoECon

!−−−−−−−−−−−−−−−−−−

function RanisobiECon (x )
COMMON / l ay e r / Rt1 , Rt2 , Rt3 , Rt4 , Rt5 , Rt6
COMMON / ani / Rk1 ,Rk2 ,Rk3 ,Rk4 ,Rk5 , Rkb1 , Rkb2 , Rkb3 , Rkb4 , Rkb5
COMMON / s t a t e / I e f ,N, ps i , Hfeld , I sc , I p a r l a u f
REAL x (N)
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select case ( i n t ( I e f ) )
! energy c o n t r i b u t i o n f o r t r i l a y e r , top s p i n v a l v e

case (1 , 4 )
RanisobiECon=(Rkb1∗Rt1+Rkb2∗Rt2 )∗ ( SIN (2∗( x(1)− ps i ))∗∗2.)/4+

∗ Rkb3∗Rt3∗(SIN (2∗( x(2)− ps i ) )∗∗2 . ) /4
! energy c o n t r i b u t i o n f o r doub l ed t r i l a y e r

case (2 )
RanisobiECon=(Rkb1∗Rt1+Rkb2∗Rt2 )∗ ( SIN (2∗( x(1)− ps i ))∗∗2.)/4+

∗ Rkb3∗Rt3∗(SIN (2∗( x(2)− ps i ))∗∗2.)/4+
∗ (Rkb4∗Rt4+Rkb5∗Rt5 )∗ ( SIN (2∗( x(3)− ps i ) )∗∗2 . ) /4

! energy c o n t r i b u t i o n f o r bottom sp i n v a l v e , mu l t i l a y e r
case (3 , 5 )

RanisobiECon=Rkb1∗Rt1∗(SIN (2∗( x(1)− ps i ))∗∗2.)/4+
∗ Rkb2∗Rt2∗(SIN (2∗( x(2)− ps i ) )∗∗2 . ) /4

! energy c o n t r i b u t i o n f o r mu l t i l a y e r ( enh . )
case (6 )

RanisobiECon=Rkb1∗Rt1∗(SIN (2∗( x(1)− ps i ))∗∗2.)/4+
∗ Rkb2∗Rt2∗(SIN (2∗( x(2)− ps i ))∗∗2.)/4+
∗ Rkb3∗Rt3∗(SIN (2∗( x(3)− ps i ))∗∗2.)/4+
∗ I s c ∗Rkb3∗Rt3∗(SIN (2∗( x(4)− ps i ))∗∗2.)/4+
∗ I s c ∗Rkb3∗Rt3∗(SIN (2∗( x(5)− ps i ))∗∗2.)/4+
∗ Rkb4∗Rt4∗(SIN (2∗( x(6)− ps i ) )∗∗2 . ) /4

end select
END function RanisobiECon

!−−−−−−−−−−−−−−−−−

function RanisoindECon (x )
COMMON / l ay e r / Rt1 , Rt2 , Rt3 , Rt4 , Rt5 , Rt6
COMMON / indan i / Rkind1 , Rkind2 , Rkind3 , Rkind4 , Rkind5 , p s i i nd
COMMON / s t a t e / I e f ,N, ps i , Hfeld , I sc , I p a r l a u f
REAL x (N)

select case ( i n t ( I e f ) )
! energy c o n t r i b u t i o n f o r t r i l a y e r , top s p i n v a l v e

case (1 , 4 )
RanisoindECon=(Rkind1∗Rt1+Rkind2∗Rt2 )∗ ( SIN(x(1)− ps i i nd )∗∗2.)+

∗ Rkind3∗Rt3∗(SIN(x(2)− ps i i nd )∗∗2 . )

! energy c o n t r i b u t i o n f o r doub l ed t r i l a y e r
case (2 )

RanisoindECon=(Rkind1∗Rt1+Rkind2∗Rt2 )∗ ( SIN(x(1)− ps i i nd )∗∗2.)+
∗ Rkind3∗Rt3∗(SIN(x(2)− ps i i nd )∗∗2.)+
∗ ( Rkind4∗Rt4+Rkind5∗Rt5 )∗ ( SIN(x(3)− ps i i nd )∗∗2 . )

! energy c o n t r i b u t i o n f o r bottom sp i n v a l v e , mu l t i l a y e r
case (3 , 5 )

RanisoindECon=Rkind1∗Rt1∗(SIN(x(1)− ps i i nd )∗∗2.)+
∗ Rkind2∗Rt2∗(SIN(x(2)− ps i i nd )∗∗2 . )

! energy c o n t r i b u t i o n f o r mu l t i l a y e r ( enh . )
case (6 )

RanisoindECon=Rkind1∗Rt1∗(SIN(x(1)− ps i i nd )∗∗2.)+
∗ Rkind2∗Rt2∗(SIN(x(2)− ps i i nd )∗∗2.)+
∗ Rkind3∗Rt3∗(SIN(x(3)− ps i i nd )∗∗2.)+
∗ I s c ∗Rkind3∗Rt3∗(SIN(x(4)− ps i i nd )∗∗2.)+
∗ I s c ∗Rkind3∗Rt3∗(SIN(x(5)− ps i i nd )∗∗2.)+
∗ Rkind4∗Rt4∗(SIN(x(6)− ps i i nd )∗∗2 . )

end select
END function RanisoindECon

!−−−−−−−−−−−−−−−−−−

function RanisoindbECon (x )
COMMON / l ay e r / Rt1 , Rt2 , Rt3 , Rt4 , Rt5 , Rt6
COMMON / indan i / Rkind1 , Rkind2 , Rkind3 , Rkind4 , Rkind5 , p s i i nd
COMMON / indan ib i / Rkindb1 , Rkindb2 , Rkindb3 , Rkindb4 , Rkindb5
COMMON / s t a t e / I e f ,N, ps i , Hfeld , I sc , I p a r l a u f
REAL x (N)

select case ( i n t ( I e f ) )
! energy c o n t r i b u t i o n f o r t r i l a y e r , top s p i n v a l v e

case (1 , 4 )
RanisoindbECon=(Rkindb1∗Rt1+Rkindb2∗Rt2 )∗

∗ (SIN (2∗( x(1)− ps i i nd ))∗∗2.)/4+
∗ Rkindb3∗Rt3∗(SIN (2∗( x(2)− ps i i nd ) )∗∗2 . ) /4

! energy c o n t r i b u t i o n f o r doub l ed t r i l a y e r
case (2 )

RanisoindbECon=(Rkindb1∗Rt1+Rkindb2∗Rt2 )∗
∗ (SIN (2∗( x(1)− ps i i nd ))∗∗2.)/4+
∗ Rkindb3∗Rt3∗(SIN (2∗( x(2)− ps i i nd ))∗∗2.)/4+
∗ (Rkindb4∗Rt4+Rkindb5∗Rt5 )∗
∗ (SIN (2∗( x(3)− ps i i nd ) )∗∗2 . ) /4

! energy c o n t r i b u t i o n f o r bottom sp i n v a l v e , mu l t i l a y e r
case (3 , 5 )
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RanisoindbECon=Rkindb1∗Rt1∗(SIN (2∗( x(1)− ps i i nd ))∗∗2.)/4+
∗ Rkindb2∗Rt2∗(SIN (2∗( x(2)− ps i i nd ) )∗∗2 . ) /4

! energy c o n t r i b u t i o n f o r mu l t i l a y e r ( enh . )
case (6 )

RanisoindbECon=Rkindb1∗Rt1∗(SIN (2∗( x(1)− ps i i nd ))∗∗2.)/4+
∗ Rkindb2∗Rt2∗(SIN (2∗( x(2)− ps i i nd ))∗∗2.)/4+
∗ Rkindb3∗Rt3∗(SIN (2∗( x(3)− ps i i nd ))∗∗2.)/4+
∗ I s c ∗Rkindb3∗Rt3∗(SIN (2∗( x(4)− ps i i nd ))∗∗2.)/4+
∗ I s c ∗Rkindb3∗Rt3∗(SIN (2∗( x(5)− ps i i nd ))∗∗2.)/4+
∗ Rkindb4∗Rt4∗(SIN (2∗( x(6)− ps i i nd ) )∗∗2 . ) /4

end select
END function RanisoindbECon

!−−−−−−−−−−−−−−−−−−

function RshapeECon(x )
COMMON / l ay e r / Rt1 , Rt2 , Rt3 , Rt4 , Rt5 , Rt6
COMMON / kshape / Rkshape1 , Rkshape2 , Rkshape3 , Rkshape4 , Rkshape5 , Rxi
COMMON / s t a t e / I e f ,N, ps i , Hfeld , I sc , I p a r l a u f
REAL x (N)

select case ( i n t ( I e f ) )
! energy c o n t r i b u t i o n f o r t r i l a y e r , top s p i n v a l v e

case (1 , 4 )
RshapeECon=(Rkshape1∗Rt1+Rkshape2∗Rt2 )∗ ( SIN(x(1)−Rxi )∗∗2.)+

∗ Rkshape3∗Rt3∗(SIN(x(2)−Rxi )∗∗2 . )
! energy c o n t r i b u t i o n f o r doub l ed t r i l a y e r

case (2 )
RshapeECon=(Rkshape1∗Rt1+Rkshape2∗Rt2 )∗ ( SIN(x(1)−Rxi )∗∗2.)+

∗ Rkshape3∗Rt3∗(SIN(x(2)−Rxi )∗∗2.)+
∗ ( Rkshape4∗Rt4+Rkshape5∗Rt5 )∗ ( SIN(x(3)−Rxi )∗∗2 . )

! energy c o n t r i b u t i o n f o r bottom sp i n v a l v e , mu l i t l a y e r
case (3 , 5 )

RshapeECon=Rkshape1∗Rt1∗(SIN(x(1)−Rxi )∗∗2.)+
∗ Rkshape2∗Rt2∗(SIN(x(2)−Rxi )∗∗2 . )

! energy c o n t r i b u t i o n f o r mu l t i l a y e r ( enh . )
case (6 )

RshapeECon=Rkshape1∗Rt1∗(SIN(x(1)−Rxi )∗∗2.)+
∗ Rkshape2∗Rt2∗(SIN(x(2)−Rxi )∗∗2.)+
∗ Rkshape3∗Rt3∗(SIN(x(3)−Rxi )∗∗2.)+
∗ I s c ∗Rkshape3∗Rt3∗(SIN(x(4)−Rxi )∗∗2.)+
∗ I s c ∗Rkshape3∗Rt3∗(SIN(x(5)−Rxi )∗∗2.)+
∗ Rkshape4∗Rt4∗(SIN(x(6)−Rxi )∗∗2 . )

end select
END function RshapeECon

!−−−−−−−−−−−−−−−−−−

function RpinningECon (x )
COMMON / coup l ing / Rj l1tot , Rj l2tot , Rj l3tot , Rjq1 , Rjq2 , Rjq3
COMMON / b ia s / Rjeb ,Rgamma
COMMON / s t a t e / I e f ,N, ps i , Hfeld , I sc , I p a r l a u f
REAL x (N)

select case ( i n t ( I e f ) )
! energy c o n t r i b u t i o n f o r t r i l a y e r , doub l ed t r i l a y e r , mu l t i l a y e r , mu l t i l a y e r ( enh . )

case ( 1 , 2 , 5 , 6 )
RpinningECon=0.

! energy c o n t r i b u t i o n f o r bottom s p i n v a l v e
case (3 )

RpinningECon=−Rjeb∗COS(x(1)−Rgamma)
! energy c o n t r i b u t i o n f o r top s p i n v a l v e

case (4 )
RpinningECon=−Rjeb∗COS(x(2)−Rgamma)

END select
END function RpinningECon

!###############Orange Pee l models###########################################

function OPmodelA( Rtf , Rts , Rtp , Rmsatf , Rmsatp)
real Rtf , Rts , Rtp , Rmsatf , Rmsatp
COMMON / opc / Rhop , Rlop
parameter ( Pi =3.1415926535897932384626433832795)
i f ( Rlop . eq . 0 ) then

OPmodelA = 0.0
else

OPmodelA = Rmsatf∗Rmsatp∗Pi∗Pi∗Rhop∗Rhop/(SQRT(2 . )∗ Rlop )∗
∗ (1−EXP(−2∗Pi∗SQRT(2 . )∗Rtp/Rlop ))∗
∗ EXP(−2∗Pi∗SQRT(2 . )∗ Rts/Rlop )

END i f
end function OPmodelA

function OPmodelB(Rtp , Rts , Rtf , Rmsatp , Rmsatf )
real Rtp , Rts , Rtf , Rmsatp , Rmsatf
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COMMON / opc / Rhop , Rlop
PARAMETER ( Pi =3.1415926535897932384626433832795)
i f ( Rlop . eq . 0 ) then

OPmodelB = 0.0
else

OPmodelB = Rmsatf∗Rmsatp∗Pi∗Pi∗Rhop∗Rhop/(SQRT(2 . )∗ Rlop )∗
∗ (1−EXP(−2∗Pi∗SQRT(2 . )∗ Rtf /Rlop ))∗
∗ (1−EXP(−2∗Pi∗SQRT(2 . )∗Rtp/Rlop ))∗
∗ EXP(−2∗Pi∗SQRT(2 . )∗ Rts/Rlop )

END i f
end function OPmodelB

!###############FUNCTIONS CALCULATING GMR AND MAGNETIZATION##################

function RgmrContribution (x )
COMMON / s c a l i n g / Ragmr , Rwgmr
COMMON / s t a t e / I e f ,N, ps i , Hfeld , I sc , I p a r l a u f
REAL x (N)

select case ( i n t ( I e f ) )
! GMR con t r i b u t i o n f o r t r i l a y e r , bottom sp i n v a l v e , top s p i n v a l v e , mu l t i l a y e r

case ( 1 , 3 , 4 , 5 )
RgmrContribution = 0.5∗(1−COS(x(2)−x ( 1 ) ) )

! GMR con t r i b u t i o n f o r doub l ed t r i l a y e r
case (2 )

RgmrContribution = 0 . 5∗ (Rwgmr) ∗(1−COS(x(2)−x (1)))+
∗ 0.5∗(1−Rwgmr)∗(1−COS(x(2)−x ( 3 ) ) )

! GMR con t r i b u t i o n f o r mu l t i l a y e r ( enh . )
case (6 )

RgmrContribution = 0.5−( COS(x(2)−x(1))+
∗ COS(x(3)−x(2))+
∗ COS(x(4)−x(3))+
∗ (2∗ I sc −1)∗COS(x(5)−x(4))+
∗ COS(x(6)−x ( 5 ) ) ) /
∗ (4∗ I s c +6)

end select
end function RgmrContribution

! enhanced GMR model
function RgmrContributionEnh (x )
COMMON / s c a l i n g / Ragmr , Rwgmr
COMMON / s t a t e / I e f ,N, ps i , Hfeld , I sc , I p a r l a u f
REAL x (N)

select case ( i n t ( I e f ) )
! GMR con t r i b u t i o n f o r doub l ed t r i l a y e r

case (2 )
RgmrContributionEnh = Ragmr∗

∗ (1− Rwgmr ∗(COS( ( x(2)−x(1))/2))∗∗2−
∗ (1−Rwgmr)∗ (COS( ( x(3)−x (2 ) )/2 ) )∗∗2 )/
∗ (1+ Ragmr∗ Rwgmr ∗(COS( ( x(2)−x (1))/2))∗∗2+
∗ Ragmr∗(1−Rwgmr)∗ (COS( ( x(3)−x (2 ) ) /2 ) )∗∗2 )

! GMR con t r i b u t i o n f o r t r i l a y e r , bottom sp i n v a l v e , top s p i n v a l v e , mu l t i l a y e r
case ( 1 , 3 , 4 , 5 )

RgmrContributionEnh = Ragmr∗(1−(COS( ( x(2)−x (1 ) )/2 ) )∗∗2 )/
∗ (1+Ragmr∗(COS( ( x(2)−x (1 ) ) /2 ) )∗∗2 )

! GMR con t r i b u t i o n f o r mu l t i l a y e r ( enh . )
! i d e n t i c a l conductance in a l l l a y e r s assumed
case (6 )

RgmrContributionEnh = Ragmr∗
∗ (1−((COS( ( x(2)−x (1))/2))∗∗2+
∗ (COS( ( x(3)−x (2))/2))∗∗2+
∗ (COS( ( x(4)−x (3))/2))∗∗2+
∗ (2∗ I sc −1)∗(COS( ( x(5)−x (4))/2))∗∗2+
∗ (COS( ( x(6)−x (5 ) )/2 ) )∗∗2 )/ (2∗ I s c +3))/
∗ (1+Ragmr∗ ( (COS( ( x(2)−x (1))/2))∗∗2+
∗ (COS( ( x(3)−x (2))/2))∗∗2+
∗ (COS( ( x(4)−x (3))/2))∗∗2+
∗ (2∗ I sc −1)∗(COS( ( x(5)−x (4))/2))∗∗2+
∗ (COS( ( x(6)−x (5 ) )/2 ) )∗∗2 )/ (2∗ I s c +3))

end select
end function RgmrContributionEnh

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

function magnContribution (x )
COMMON / l ay e r / Rt1 , Rt2 , Rt3 , Rt4 , Rt5 , Rt6
COMMON / msat / Rmsat1 , Rmsat2 , Rmsat3 , Rmsat4 , Rmsat5
COMMON / s t a t e / I e f ,N, ps i , Hfeld , I sc , I p a r l a u f
REAL x (N)

select case ( i n t ( I e f ) )
! magnContr ibut ion f o r t r i l a y e r , top s p i n v a l v e

case (1 , 4 )
magnContribution=((Rmsat1∗Rt1+Rmsat2∗Rt2 )∗COS(x(1))+
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∗ Rmsat3∗Rt3∗COS(x ( 2 ) ) ) / ( Rt1+Rt2+Rt3 )
! magnContr ibut ion f o r doub l ed t r i l a y e r

case (2 )
magnContribution=((Rmsat1∗Rt1+Rmsat2∗Rt2 )∗COS(x(1))+

∗ Rmsat3∗Rt3∗COS(x(2))+
∗ (Rmsat4∗Rt4+Rmsat5∗Rt5 )∗COS(x ( 3 ) ) ) /
∗ (Rt1+Rt2+Rt3+Rt4+Rt5 )

! magnContr ibut ion f o r bottom sp i n v a l v e , mu l t i l a y e r
case (3 , 5 )

magnContribution=(Rmsat1∗Rt1∗COS(x(1))+
∗ Rmsat2∗Rt2∗COS(x ( 2 ) ) ) / ( Rt1+Rt2 )

! magnContr ibut ion f o r mu l t i l a y e r ( enh . )
case (6 )

magnContribution=(Rmsat1∗Rt1∗COS(x(1))+
∗ Rmsat2∗Rt2∗COS(x(2))+
∗ Rmsat3∗Rt3∗(COS(x(3))+ I s c ∗COS(x(4))+ I s c ∗COS(x (5)))+
∗ Rmsat4∗Rt4∗COS(x ( 6 ) ) ) /
∗ (Rt1+Rt2+(2∗ I s c +1)∗Rt3+Rt4 )

end select
end function magnContribution

!###############CALCULATING ENERGY FOR ALL ANGELS [mJ/m̂ 2]####################

subroutine e p l o t f

COMMON / s t a t e / I e f ,N, ps i , Hfeld , I sc , I p a r l a u f
COMMON / ep l o t / r f i l e ,RmaxH,RminH, RstepH , I v i r g i n l o o p

REAL x (2)
CHARACTER : : r f i l e ∗60 , formlog ∗30 , how ∗10
CHARACTER : : f i l e 1 ∗60 , f o l d e r ∗60
CHARACTER : : f i l e Z e e ∗60 , f i l e J l ∗60 , f i l e J q ∗60
CHARACTER : : f i l eA u ∗60 , f i l eA b ∗60 , f i l e A i ∗60 , f i l eA i b ∗60
CHARACTER : : f i l e A s ∗60 , f i l e J e b ∗60 , f i l e t o t ∗60

real , allocatable : : RzeemanM ( : , : )
real , allocatable : : RcouplingLEM ( : , : )
real , allocatable : : RcouplingQEM ( : , : )
real , allocatable : : RanisoEM ( : , : )
real , allocatable : : RanisobiEM ( : , : )
real , allocatable : : RanisoindbEM ( : , : )
real , allocatable : : RanisoindEM ( : , : )
real , allocatable : : RshapeEM ( : , : )
real , allocatable : : RpinningEM ( : , : )
real , allocatable : : REtotalM ( : , : )

PARAMETER ( Pi =3.141593)
PARAMETER ( p s i S t a r t =1 , psiEnd =180 , ps iStep=1)
! d i s t a n c e o f l a t t i c e p o i n t s in deg r ee
PARAMETER ( xstep=5)

Inox=INT(360/ xstep )+1
allocate (RzeemanM( Inox , Inox ) )
allocate ( RcouplingLEM( Inox , Inox ) )
allocate ( RcouplingQEM( Inox , Inox ) )
allocate ( RanisoEM( Inox , Inox ) )
allocate ( RanisobiEM( Inox , Inox ) )
allocate ( RanisoindEM( Inox , Inox ) )
allocate ( RanisoindbEM( Inox , Inox ) )
allocate (RshapeEM( Inox , Inox ) )
allocate ( RpinningEM( Inox , Inox ) )
allocate ( REtotalM( Inox , Inox ) )

write (how ,FMT=’(A1 , I3 ,A6 ) ’ ) ’ ( ’ , Inox , ’ E11 . 3 ) ’

write (∗ ,∗ )
formlog = ’ ’
write ( formlog , FMT=’(A2 , I2 ,A6) ’ )

∗ ’ (A’ , LEN TRIM( r f i l e ) , ’ , I3 . 3 ) ’
write ( f o l d e r , FMT=formlog ) r f i l e , I p a r l a u f
ca l l SYSTEM( ’ mkdir ’ / / f o l d e r )
write (∗ ,∗ ) ’ Resu l t s saved in ’ , f o l d e r

write ( formlog , FMT=’(A2 , I2 ,A5) ’ )
∗ ’ (A’ , LEN TRIM( f o l d e r ) , ’ , A10 ) ’

write ( f i l e 1 , FMT=formlog ) f o ld e r , ’ \ f i e l d . dat ’

OPEN(UNIT=30,FILE=f i l e 1 ,STATUS=’ rep lace ’ )
write (∗ ,∗ ) ’ F i e ld l i s t i s saved in ’ , f i l e 1

write ( formlog , FMT=’(A2 , I2 , A12 ) ’ )
∗ ’ (A’ , LEN TRIM( f o l d e r ) , ’ ,A4 , I4 . 4 ,A4) ’

Ik=1

! v i r g i n l oop
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i f ( I v i r g i n l o o p . eq . 1 ) then
do k=in t (2∗RstepH ) , i n t (Rmaxh) , i n t ( Rsteph )

Hfe ld=f l o a t (k )
write ( 30 ,∗ ) Hfe ld

! opening f i l e s f o r d i f f e r e n t energy c o n t r i b u t i o n s
write ( f i l e z e e , FMT=formlog ) f o ld e r , ’ \ zee ’ , Ik , ’ . dat ’
OPEN(UNIT=31,FILE=f i l e z e e ,STATUS=’ rep lace ’ )
write ( f i l e J l , FMT=formlog ) f o ld e r , ’ \ j l i ’ , Ik , ’ . dat ’
OPEN(UNIT=32,FILE=f i l e J l ,STATUS=’ rep lace ’ )
write ( f i l e J q , FMT=formlog ) f o ld e r , ’ \ jqu ’ , Ik , ’ . dat ’
OPEN(UNIT=33,FILE=f i l e J q ,STATUS=’ rep lace ’ )
write ( f i l eA u , FMT=formlog ) f o ld e r , ’ \ aun ’ , Ik , ’ . dat ’
OPEN(UNIT=34,FILE=f i l eA u ,STATUS=’ rep lace ’ )
write ( f i l eA b , FMT=formlog ) f o ld e r , ’ \ abi ’ , Ik , ’ . dat ’
OPEN(UNIT=35,FILE=f i l eA b ,STATUS=’ rep lace ’ )
write ( f i l eA i , FMT=formlog ) f o ld e r , ’ \ ain ’ , Ik , ’ . dat ’
OPEN(UNIT=36,FILE=f i l e A i ,STATUS=’ rep lace ’ )
write ( f i l eA ib , FMT=formlog ) f o ld e r , ’ \ aib ’ , Ik , ’ . dat ’
OPEN(UNIT=37,FILE=f i l eA i b ,STATUS=’ rep lace ’ )
write ( f i l eA s , FMT=formlog ) f o ld e r , ’ \ ash ’ , Ik , ’ . dat ’
OPEN(UNIT=38,FILE=f i l e A s ,STATUS=’ rep lace ’ )
write ( f i l e J e b , FMT=formlog ) f o ld e r , ’ \ jeb ’ , Ik , ’ . dat ’
OPEN(UNIT=39,FILE=f i l e J e b ,STATUS=’ rep lace ’ )
write ( f i l e t o t , FMT=formlog ) f o ld e r , ’ \ tot ’ , Ik , ’ . dat ’
OPEN(UNIT=40,FILE=f i l e t o t ,STATUS=’ rep lace ’ )

write (∗ ,FMT=’(A25 , F9 . 1 ) ’ ) ’ Ca l cu la t ing en e r g i e s f o r ’ , Hfe ld

I i=1

do i =−180 ,180 , xstep
x(1)= f l o a t ( i )∗Pi /180.0

IJ=1
do j =−180 ,180 , xstep

x(2)= f l o a t ( j )∗Pi /180.0
RzeemanM( I i , I j )=RzeemanECon(x )
RcouplingLEM( I i , I j )=RcouplingLECon (x )
RcouplingQEM( I i , I j )=RcouplingQECon (x )
RanisoindEM( I i , I j )=RanisoindECon (x )
RanisoindbEM( I i , I j )=RanisoindbECon (x )
RshapeEM( I i , I j )=RshapeECon(x )
RpinningEM( I i , I j )=RpinningECon (x )

! Energy depend on easy a x i s . There fo re i t i s averaged .
MM=0
RanisoEM( I i , IJ )=0
RanisobiEM( I i , IJ )=0
do I p s i l a u f=in t ( p s i S t a r t ) , i n t ( psiEnd ) , i n t ( ps iStep )
MM=MM+1
ps i=f l o a t ( I p s i l a u f )∗Pi /180.0
RanisoEM( I i , I j )=RanisoEM( I i , IJ)+RanisoECon (x )
RanisobiEM( I i , I j )=RanisobiEM( I i , I j )+RanisobiECon (x )

end do
RanisoEM( I i , IJ)=RanisoEM( I i , IJ )/MM
RanisobiEM( I i , IJ)=RanisobiEM( I i , IJ )/MM

REtotalM( I i , I j )=RzeemanM( I i , I j )+RcouplingLEM( I i , I j )+
∗ RcouplingQEM( I i , I j )+RanisoEM( I i , I j )+RanisobiEM( I i , I j )+
∗ RanisoindEM( I i , I j )+RshapeEM( I i , I j )+RpinningEM( I i , I j )

I j=I j+1
END do

I i=I i+1
END do

write (31 ,how ) RzeemanM
write (32 ,how ) RcouplingLEM ; write (33 ,how ) RcouplingQEM
write (34 ,how ) RanisoEM ; write (35 ,how ) RanisobiEM
write (36 ,how ) RanisoindEM ; write (37 ,how ) RanisoindbEM
write (38 ,how ) RshapeEM ; write (39 ,how ) RpinningEM
write (40 ,how ) REtotalM

CLOSE( 3 1 ) ; CLOSE( 3 2 ) ; CLOSE( 3 3 ) ; CLOSE( 3 4 ) ; CLOSE(35)
CLOSE( 3 1 ) ; CLOSE( 3 6 ) ; CLOSE( 3 7 ) ; CLOSE( 3 8 ) ; CLOSE(39)
CLOSE(40)
Ik=Ik+1

END do
END i f

do k=in t (Rmaxh) , i n t (Rminh ) , i n t (−Rsteph )
Hfe ld=f l o a t (k )
write ( 30 ,∗ ) Hfe ld

! opening f i l e s f o r d i f f e r e n t energy c o n t r i b u t i o n s
write ( f i l e z e e , FMT=formlog ) f o ld e r , ’ \ zee ’ , Ik , ’ . dat ’
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OPEN(UNIT=31,FILE=f i l e z e e ,STATUS=’ rep lace ’ )
write ( f i l e J l , FMT=formlog ) f o ld e r , ’ \ j l i ’ , Ik , ’ . dat ’
OPEN(UNIT=32,FILE=f i l e J l ,STATUS=’ rep lace ’ )
write ( f i l e J q , FMT=formlog ) f o ld e r , ’ \ jqu ’ , Ik , ’ . dat ’
OPEN(UNIT=33,FILE=f i l e J q ,STATUS=’ rep lace ’ )
write ( f i l eA u , FMT=formlog ) f o ld e r , ’ \ aun ’ , Ik , ’ . dat ’
OPEN(UNIT=34,FILE=f i l eA u ,STATUS=’ rep lace ’ )
write ( f i l eA b , FMT=formlog ) f o ld e r , ’ \ abi ’ , Ik , ’ . dat ’
OPEN(UNIT=35,FILE=f i l eA b ,STATUS=’ rep lace ’ )
write ( f i l eA i , FMT=formlog ) f o ld e r , ’ \ ain ’ , Ik , ’ . dat ’
OPEN(UNIT=36,FILE=f i l e A i ,STATUS=’ rep lace ’ )
write ( f i l eA ib , FMT=formlog ) f o ld e r , ’ \ aib ’ , Ik , ’ . dat ’
OPEN(UNIT=37,FILE=f i l eA i b ,STATUS=’ rep lace ’ )
write ( f i l eA s , FMT=formlog ) f o ld e r , ’ \ ash ’ , Ik , ’ . dat ’
OPEN(UNIT=38,FILE=f i l e A s ,STATUS=’ rep lace ’ )
write ( f i l e J e b , FMT=formlog ) f o ld e r , ’ \ jeb ’ , Ik , ’ . dat ’
OPEN(UNIT=39,FILE=f i l e J e b ,STATUS=’ rep lace ’ )
write ( f i l e t o t , FMT=formlog ) f o ld e r , ’ \ tot ’ , Ik , ’ . dat ’
OPEN(UNIT=40,FILE=f i l e t o t ,STATUS=’ rep lace ’ )

write (∗ ,FMT=’(A25 , F9 . 1 ) ’ ) ’ Ca l cu la t ing en e r g i e s f o r ’ , Hfe ld

I i=1

do i =−180 ,180 , xstep
x(1)= f l o a t ( i )∗Pi /180.0

IJ=1
do j =−180 ,180 , xstep

x(2)= f l o a t ( j )∗Pi /180.0
RzeemanM( I i , I j )=RzeemanECon(x )
RcouplingLEM( I i , I j )=RcouplingLECon (x )
RcouplingQEM( I i , I j )=RcouplingQECon (x )
RanisoindEM( I i , I j )=RanisoindECon (x )
RanisoindbEM( I i , I j )=RanisoindbECon (x )
RshapeEM( I i , I j )=RshapeECon(x )
RpinningEM( I i , I j )=RpinningECon (x )

! Energy depend on easy a x i s . There fo re i t i s averaged .
MM=0
RanisoEM( I i , IJ )=0
RanisobiEM( I i , IJ )=0
do I p s i l a u f=in t ( p s i S t a r t ) , i n t ( psiEnd ) , i n t ( ps iStep )
MM=MM+1
ps i=f l o a t ( I p s i l a u f )∗Pi /180.0
RanisoEM( I i , I j )=RanisoEM( I i , IJ)+RanisoECon (x )
RanisobiEM( I i , I j )=RanisobiEM( I i , I j )+RanisobiECon (x )

end do
RanisoEM( I i , IJ)=RanisoEM( I i , IJ )/MM
RanisobiEM( I i , IJ)=RanisobiEM( I i , IJ )/MM

REtotalM( I i , I j )=RzeemanM( I i , I j )+RcouplingLEM( I i , I j )+
∗ RcouplingQEM( I i , I j )+RanisoEM( I i , I j )+RanisobiEM( I i , I j )+
∗ RanisoindEM( I i , I j )+RshapeEM( I i , I j )+RpinningEM( I i , I j )

I j=I j+1
END do

I i=I i+1
END do

write (31 ,how ) RzeemanM
write (32 ,how ) RcouplingLEM ; write (33 ,how ) RcouplingQEM
write (34 ,how ) RanisoEM ; write (35 ,how ) RanisobiEM
write (36 ,how ) RanisoindEM ; write (37 ,how ) RanisoindbEM
write (38 ,how ) RshapeEM ; write (39 ,how ) RpinningEM
write (40 ,how ) REtotalM

CLOSE( 3 1 ) ; CLOSE( 3 2 ) ; CLOSE( 3 3 ) ; CLOSE( 3 4 ) ; CLOSE(35)
CLOSE( 3 1 ) ; CLOSE( 3 6 ) ; CLOSE( 3 7 ) ; CLOSE( 3 8 ) ; CLOSE(39)
CLOSE(40)
Ik=Ik+1

END do

do k=in t (Rminh ) , i n t (Rmaxh) , i n t ( Rsteph )
Hfe ld=f l o a t (k )
write ( 30 ,∗ ) Hfe ld

! opening f i l e s f o r d i f f e r e n t energy c o n t r i b u t i o n s
write ( f i l e z e e , FMT=formlog ) f o ld e r , ’ \ zee ’ , Ik , ’ . dat ’
OPEN(UNIT=31,FILE=f i l e z e e ,STATUS=’ rep lace ’ )
write ( f i l e J l , FMT=formlog ) f o ld e r , ’ \ j l i ’ , Ik , ’ . dat ’
OPEN(UNIT=32,FILE=f i l e J l ,STATUS=’ rep lace ’ )
write ( f i l e J q , FMT=formlog ) f o ld e r , ’ \ jqu ’ , Ik , ’ . dat ’
OPEN(UNIT=33,FILE=f i l e J q ,STATUS=’ rep lace ’ )
write ( f i l eA u , FMT=formlog ) f o ld e r , ’ \ aun ’ , Ik , ’ . dat ’
OPEN(UNIT=34,FILE=f i l eA u ,STATUS=’ rep lace ’ )
write ( f i l eA b , FMT=formlog ) f o ld e r , ’ \ abi ’ , Ik , ’ . dat ’
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OPEN(UNIT=35,FILE=f i l eA b ,STATUS=’ rep lace ’ )
write ( f i l eA i , FMT=formlog ) f o ld e r , ’ \ ain ’ , Ik , ’ . dat ’
OPEN(UNIT=36,FILE=f i l e A i ,STATUS=’ rep lace ’ )
write ( f i l eA ib , FMT=formlog ) f o ld e r , ’ \ aib ’ , Ik , ’ . dat ’
OPEN(UNIT=37,FILE=f i l eA i b ,STATUS=’ rep lace ’ )
write ( f i l eA s , FMT=formlog ) f o ld e r , ’ \ ash ’ , Ik , ’ . dat ’
OPEN(UNIT=38,FILE=f i l e A s ,STATUS=’ rep lace ’ )
write ( f i l e J e b , FMT=formlog ) f o ld e r , ’ \ jeb ’ , Ik , ’ . dat ’
OPEN(UNIT=39,FILE=f i l e J e b ,STATUS=’ rep lace ’ )
write ( f i l e t o t , FMT=formlog ) f o ld e r , ’ \ tot ’ , Ik , ’ . dat ’
OPEN(UNIT=40,FILE=f i l e t o t ,STATUS=’ rep lace ’ )

write (∗ ,FMT=’(A25 , F9 . 1 ) ’ ) ’ Ca l cu la t ing en e r g i e s f o r ’ , Hfe ld

I i=1
do i =−180 ,180 , xstep

x(1)= f l o a t ( i )∗Pi /180.0

IJ=1
do j =−180 ,180 , xstep

x(2)= f l o a t ( j )∗Pi /180.0
RzeemanM( I i , I j )=RzeemanECon(x )
RcouplingLEM( I i , I j )=RcouplingLECon (x )
RcouplingQEM( I i , I j )=RcouplingQECon (x )
RanisoindEM( I i , I j )=RanisoindECon (x )
RanisoindbEM( I i , I j )=RanisoindbECon (x )
RshapeEM( I i , I j )=RshapeECon(x )
RpinningEM( I i , I j )=RpinningECon (x )

! Energy depend on easy a x i s . There fo re i t i s averaged .
MM=0
RanisoEM( I i , IJ )=0
RanisobiEM( I i , IJ )=0
do I p s i l a u f=in t ( p s i S t a r t ) , i n t ( psiEnd ) , i n t ( ps iStep )
MM=MM+1
ps i=f l o a t ( I p s i l a u f )∗Pi /180.0
RanisoEM( I i , I j )=RanisoEM( I i , IJ)+RanisoECon (x )
RanisobiEM( I i , I j )=RanisobiEM( I i , I j )+RanisobiECon (x )

end do
RanisoEM( I i , IJ)=RanisoEM( I i , IJ )/MM
RanisobiEM( I i , IJ)=RanisobiEM( I i , IJ )/MM

REtotalM( I i , I j )=RzeemanM( I i , I j )+RcouplingLEM( I i , I j )+
∗ RcouplingQEM( I i , I j )+RanisoEM( I i , I j )+RanisobiEM( I i , I j )+
∗ RanisoindEM( I i , I j )+RshapeEM( I i , I j )+RpinningEM( I i , I j )

I j=I j+1
END do

I i=I i+1
END do

write (31 ,how ) RzeemanM
write (32 ,how ) RcouplingLEM ; write (33 ,how ) RcouplingQEM
write (34 ,how ) RanisoEM ; write (35 ,how ) RanisobiEM
write (36 ,how ) RanisoindEM ; write (37 ,how ) RanisoindbEM
write (38 ,how ) RshapeEM ; write (39 ,how ) RpinningEM
write (40 ,how ) REtotalM

CLOSE( 3 1 ) ; CLOSE( 3 2 ) ; CLOSE( 3 3 ) ; CLOSE( 3 4 ) ; CLOSE(35)
CLOSE( 3 1 ) ; CLOSE( 3 6 ) ; CLOSE( 3 7 ) ; CLOSE( 3 8 ) ; CLOSE(39)
CLOSE(40)
Ik=Ik+1

END do

CLOSE(30)

END subroutine e p l o t f

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
!###############ROUTINES FOR OPTIMIZATION####################################

SUBROUTINE frprmn (p , nn , f t o l , i t e r , f r e t )
INTEGER i t e r , nn ,NMAX,ITMAX
REAL f r e t , f t o l , p (nn ) ,EPS, func

! I p a r l a u f and p s i used f o r e r r o r message
COMMON / s t a t e / I e f ,N, ps i , Hfeld , I sc , I p a r l a u f

EXTERNAL func
PARAMETER (NMAX=50,ITMAX=5000 ,EPS=1.e−10)
PARAMETER ( Pi =3.141593)

CU USES dfunc , func , l inmin
INTEGER i t s , j
REAL dgg , fp , gam , gg , g (NMAX) , h(NMAX) , x i (NMAX)
fp=func (p)
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ca l l dfunc (p , x i )
do 11 j =1,nn

g ( j)=−x i ( j )
h( j )=g ( j )
x i ( j )=h( j )

11 continue
do 14 i t s =1,ITMAX

i t e r=i t s
ca l l l inmin (p , xi , nn , f r e t )
i f ( 2 .∗ abs ( f r e t−fp ) . l e . f t o l ∗( abs ( f r e t )+abs ( fp)+EPS) ) return
fp=func (p)
ca l l dfunc (p , x i )
gg=0.
dgg=0.
do 12 j =1,nn

gg=gg+g ( j )∗∗2
C dgg=dgg+xi ( j )∗∗2

dgg=dgg+(x i ( j )+g ( j ) )∗ x i ( j )
12 continue

i f ( gg . eq . 0 . ) return
gam=dgg/gg
do 13 j =1,nn

g ( j)=−x i ( j )
h( j )=g ( j )+gam∗h( j )
x i ( j )=h( j )

13 continue
14 continue

write ( 2 2 ,∗ ) ’ frprmn exceed maximum i t e r a t i o n s in set ’ , Ipa r l au f ,
∗ ’ easy axis ’ , p s i /Pi∗180
return
END

SUBROUTINE l inmin (p , xi , n , f r e t )
INTEGER n ,NMAX
REAL f r e t , p(n ) , x i (n ) ,TOL
PARAMETER (NMAX=50,TOL=1.e−4)

CU USES brent , f1dim , mnbrak
INTEGER j , ncom
REAL ax , bx , fa , fb , fx , xmin , xx , pcom(NMAX) , xicom (NMAX) , brent
COMMON / f1com / pcom , xicom , ncom
EXTERNAL f1dim
ncom=n
do 11 j =1,n

pcom( j )=p( j )
xicom ( j )=x i ( j )

11 continue
ax=0.
xx=1.
ca l l mnbrak ( ax , xx , bx , fa , fx , fb , f1dim )
f r e t=brent ( ax , xx , bx , f1dim ,TOL, xmin )
do 12 j =1,n

x i ( j )=xmin∗ x i ( j )
p( j )=p( j )+x i ( j )

12 continue
return
END

SUBROUTINE mnbrak ( ax , bx , cx , fa , fb , fc , func )
REAL ax , bx , cx , fa , fb , fc , func ,GOLD,GLIMIT,TINY1
EXTERNAL func
PARAMETER (GOLD=1.618034 , GLIMIT=100. , TINY1=1.e−20)
REAL dum, fu , q , r , u , ulim
fa=func ( ax )
fb=func (bx )
i f ( fb . gt . f a ) then

dum=ax
ax=bx
bx=dum
dum=fb
fb=fa
fa=dum

endif
cx=bx+GOLD∗(bx−ax )
f c=func ( cx )

1 i f ( fb . ge . f c ) then
r=(bx−ax )∗ ( fb−f c )
q=(bx−cx )∗ ( fb−f a )
u=bx−((bx−cx )∗q−(bx−ax )∗ r ) / ( 2 .∗ s i gn (max( abs (q−r ) ,TINY1) , q−r ) )
ulim=bx+GLIMIT∗( cx−bx )
i f ( ( bx−u )∗ (u−cx ) . gt . 0 . ) then

fu=func (u)
i f ( fu . l t . f c ) then

ax=bx
fa=fb
bx=u
fb=fu
return

else i f ( fu . gt . fb ) then
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cx=u
f c=fu
return

endif
u=cx+GOLD∗( cx−bx )
fu=func (u)

else i f ( ( cx−u )∗ (u−ulim ) . gt . 0 . ) then
fu=func (u)
i f ( fu . l t . f c ) then

bx=cx
cx=u
u=cx+GOLD∗( cx−bx )
fb=f c
f c=fu
fu=func (u)

endif
e lse i f ( ( u−ulim )∗ ( ulim−cx ) . ge . 0 . ) then

u=ulim
fu=func (u)

else
u=cx+GOLD∗( cx−bx )
fu=func (u)

endif
ax=bx
bx=cx
cx=u
fa=fb
fb=f c
f c=fu
goto 1

endif
return
END

FUNCTION brent ( ax , bx , cx , f , to l , xmin )
INTEGER ITMAX
REAL brent , ax , bx , cx , to l , xmin , f ,CGOLD,ZEPS

! I p a r l a u f used f o r e r r o r message

COMMON / s t a t e / I e f ,N, ps i , Hfeld , I sc , I p a r l a u f

EXTERNAL f
PARAMETER (ITMAX=100 ,CGOLD=.3819660 ,ZEPS=1.0e−10)
PARAMETER ( Pi =3.141593)
INTEGER i t e r
REAL a , b , d , e , etemp , fu , fv , fw , fx , p , q , r , to l1 , to l2 , u , v ,w, x ,xm
a=min( ax , cx )
b=max(ax , cx )
v=bx
w=v
x=v
e=0.
fx=f (x )
fv=fx
fw=fx
do 11 i t e r =1,ITMAX

xm=0.5∗( a+b)
t o l 1=t o l ∗abs (x)+ZEPS
to l 2 =2.∗ t o l 1
i f ( abs (x−xm) . l e . ( to l2 −.5∗(b−a ) ) ) goto 3
i f ( abs ( e ) . gt . t o l 1 ) then

r=(x−w)∗ ( fx−fv )
q=(x−v )∗ ( fx−fw )
p=(x−v)∗q−(x−w)∗ r
q=2.∗(q−r )
i f ( q . gt . 0 . ) p=−p
q=abs (q )
etemp=e
e=d
i f ( abs (p ) . ge . abs ( . 5∗ q∗etemp ) . or . p . l e . q∗(a−x ) . or . p . ge . q∗(b−x ) )

∗goto 1
d=p/q
u=x+d
i f (u−a . l t . t o l 2 . or . b−u . l t . t o l 2 ) d=s ign ( to l1 ,xm−x )
goto 2

endif
1 i f ( x . ge .xm) then

e=a−x
else

e=b−x
endif
d=CGOLD∗e

2 i f ( abs (d ) . ge . t o l 1 ) then
u=x+d

else
u=x+s ign ( to l1 , d)

endif
fu=f (u)
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i f ( fu . l e . fx ) then
i f (u . ge . x ) then

a=x
else

b=x
endif
v=w
fv=fw
w=x
fw=fx
x=u
fx=fu

else
i f (u . l t . x ) then

a=u
else

b=u
endif
i f ( fu . l e . fw . or . w. eq . x ) then

v=w
fv=fw
w=u
fw=fu

else i f ( fu . l e . fv . or . v . eq . x . or . v . eq .w) then
v=u
fv=fu

endif
endif

11 continue
write ( 2 2 ,∗ ) ’ brent exceed maximum i t e r a t i o n s in set ’ , Ipa r l au f ,
∗ ’ easy axis ’ , p s i /Pi∗180

3 xmin=x
brent=fx
return
END

FUNCTION f1dim (x )
INTEGER NMAX
REAL f1dim , func , x
PARAMETER (NMAX=50)

! USES func
INTEGER j , ncom
REAL pcom(NMAX) , xicom (NMAX) , xt (NMAX)
COMMON / f1com / pcom , xicom , ncom
do 11 j =1,ncom

xt ( j )=pcom( j )+ x ∗ xicom ( j )
11 continue

f1dim=func ( xt )
return
END
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ter and Materials , pp. B8.1–42. Forschungszentrum Jülich GmbH,
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[Grü99] P. Grünberg. Zwischenschichtaustauschkopplung: Phänome-
nologische Beschreibung, Materialabhängigkeit. In Magnetische



BIBLIOGRAPHY 177

Schichtsysteme in Forschung und Anwendung - Vorlesungsman-
uskripte, volume 2 of Schriften des Forschungszentrum Jülich, Mat-
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and G. Reiss. Magnetic cobalt nanocrystals organized in patches
and chains. IEEE Trans. Magn., 38, 2601–2603 (2002)

[Tsy99] E. Y. Tsymbal and D. G. Pettifor. Giant magnetoresistance
in spin valves: effect of interfaces and outer boundaries. J. Magn.
Magn. Mater., 202, 163–173 (1999)

[Tsy01] E. Y. Tsymbal and D. G. Pettifor. Perspectives of giant
magnetoresistance. Sol. Stat. Phys.
/, 56, 113–237 (2001)

[Ung91] J. Unguris, R. J. Celotta, and D. T. Pierce. Observa-
tion of two different oscillation periods in the exchange coupling of
Fe/Cr/Fe(100). Phys. Rev. Lett., 67(1), 140–143 (1991)

[Yaf87a] Y. Yafet. RKKY interactions across yttrium layers in Gd-Y su-
perlattices. J. Appl. Phys., 61, 4058–4060 (1987)



BIBLIOGRAPHY 181

[Yaf87b] Y. Yafet. Ruderman-Kittel-Kasuya-Yosida range function of a
one-dimensional free-electron gas. Phys. Rev. B , 36, 3948–3949
(1987)

[Zor99] R. Zorn. Magnetometrie. In Magnetische Schichtsysteme in
Forschung und Anwendung - Vorlesungsmanuskripte, volume 2
of Schriften des Forschungszentrum Jülich, Matter and Materi-
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T. Hempel, A. Hütten, and G. Reiss: AF-coupled tri-layers as an alter-
native for exchange-biased spin valves. VDI Statusseminar, Dresden, Ger-
many, (2000)
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A. Hütten, T. Hempel, W. Schepper, U. Kleineberg, G. Reiss:
Giant magnetoresistance of hysteresis-free Cu/Co-based multilayers. Inter-
national Conference on Magnetism (ICM2000),Recife, Brazil, contribution
4U-43 (2000)



PUBLICATIONS AND CONFERENCES 185

W. Schepper, K. Diplas, T. Hempel, and G. Reiss: Simulation of
GMR- and Magnetization Characteristics in Cu/Co-based Multilayers. In-
ternational Conference on Magnetism (ICM2000),Recife, Brazil, contribu-
tion 4U-45 (2000)
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T. Hempel, A. Hütten, S. Heitmann, W. Schepper and G. Reiss:
Tailoring and simulation of GMR-characteristics in advanced magnetic tri-
layers. First Seeheim Conference on Magnetism (SCM2001), Seeheim, Ger-
many (2001)

T. Hempel, A. Hütten, S. Heitmann and G. Reiss: Gekoppelte mag-
netische Dreilager: Simulationsgestützte Untersuchung zu Sensoranwendun-
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